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MOTIVATION
Spin misalignments in binary black holes can 
give insights into the formation of the binary, 
e.g., supernova kicks.

LIGO/Virgo parameter estimation results 
currently give the tilt angles at a GW frequency 
close to merger (e.g., 20 Hz).

To interpret formation channels, one wants to 
know the tilt angles when the binary was well 
separated (formally at infinite separation).

One can compute these tilts at infinity 
efficiently using precession-averaged evolution 
[Kesden et al., PRL (2015); Gerosa et al., PRD 
(2015); Chatziioannou et al., PRD (2017)]
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is a clear change of behavior in the parameter estimation
capability if the plane of the orbit can be observed from both
above and below, due to precession.
Method.—Signals emitted by quasicircular CBC with

generic spins depend on 15 unknown parameters [25] with
nontrivial correlations [19,20,24]. In this work, we are
primarily interested in how parameter estimation perfor-
mances depend on the different possible spin configura-
tions. We have, therefore, chosen a set of simulations that
explore the spin parameter space, using only a small subset
of the other parameters, in order to study the phenomenol-
ogy of the results. In particular, we assigned fixed values of
masses to our simulated systems: NSBHs were chosen to
have mass ð1.4; 10ÞM⊙, while we considered two possible
kinds of BBHs, ð7.5; 7.5ÞM⊙ and ð10; 5ÞM⊙. For the
NSBH, the reduced spin magnitude (a≡ j~Sj=m2) of the
black hole was 0.9 while the neutron star had a spin of 0.1.
For the BBHs, all pairwise combinations of 0.9 and 0.1
were used. For each of these systems, we considered two
possible orientations of the spin vectors ~S1 and ~S2: both
spins forming a tilt angle τ of 60° with respect to the orbital
angular momentum and parallel to each other (due to
precession, tilt angles evolve with time or equivalently
frequency; we quote their values at 100 Hz [23]) or ~S1
forming an angle of 45° and ~S2 an angle of 135°. In both
cases, the orbital angular momentum ~L and the spins lie
on the same plane at the reference frequency. The first
configuration is such that it maximizes the scalar product of
the spins whereas the second maximizes the cross product.
Thus, we explore the cases that give large values of the spin
interaction terms in the post-Newtonian expansion [34,35],
with a stronger precession in the first case, because the
resulting total spin will be more misaligned with respect to
~L. Each system was analyzed with three possible orienta-
tions, i.e., the angle θ~J ~N between the total angular
momentum and the line of sight, as shown by the color
bars in Figs. 1 and 2 below. To study the dependence of
parameter estimation capabilities on the loudness of the
event, we have analyzed all systems at three network
signal-to-noise ratios (SNRs [25]): threshold for detection
(12), moderate (17), or high (30). These values correspond
to distances in the range [68–970] Mpc, the exact value
depending on the mass, spin, and orientation. Waveforms
were generated using the SpinTaylorT4 (STT4) approx-
imant [34,35], working at the 3.5 post-Newtonian (PN)
phase order, while neglecting amplitude corrections (which
have negligible effects, at least for NSBH [36]). STT4
waveforms can only describe the inspiral part of a wave-
form, and one expects the merger and ringdown to become
more significant for more massive binaries. Our choice was
forced by the lack of reliable IMR [37] waveforms with
precessing spins at the time of the analysis. Furthermore,
it has been shown that merger and ringdown do not
play significant role for systems with masses below
∼20M⊙ [38].

Because this study is not about sky localization accuracy
and to better appreciate the effect of the intrinsic and
orientation parameters on parameter estimation, we have
put all sources in the same sky position, which is consid-
ered unknown. (We have verified that this sky position is
not “special” and that nearly all sky positions would lead to
very similar results.) For the same reason, even though we
performed the analysis using the design strain sensitivity of
LIGO and Virgo [3], we have assumed the actual realiza-
tion of the noise was zero. The uncertainties we quote are
equal to the frequentistic average over several noise
realizations at the 1=SNR3 level [15,39].

FIG. 1 (color online). 1-sigma error in the estimation of the spin
magnitude (top, %) and tilt angle (bottom, rad) of the black hole
for NSBH systems. The color represents θ~J ~N in radians. Small
symbols are systems for which both objects have a tilt angle of
60°; large symbols have τ1 ¼ 45° and τ2 ¼ 135°.

FIG. 2 (color online). 1-sigma % error in the estimation of the
most massive black hole spin magnitude in ð10; 5ÞM⊙ BBHs.
The color represents θ~J ~N in radians. Small symbols are systems
for which both objects have a tilt angle of 60°, and large symbols
have τ1 ¼ 45° and τ2 ¼ 135°. Circles are systems where both
objects have spin magnitude of 0.9; squares have a spin of 0.9 in
the 10M⊙ black hole and 0.1 in the lighter one. Results for s1 ¼
s2 ¼ 0.1 systems are not shown, as the errors in that case are
above 100%.
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MOTIVATION (CONT.)

However, precession-averaged evolution is only valid when the precession 
timescale is sufficiently large, so not too close to merger.

One thus has to evolve the spins backwards with orbit-averaged evolution 
before applying the precession-averaged evolution.  
[It might even be necessary to evolve backwards without any averaging if the reference frequency 
at which the spins are given is sufficiently close to merger. However, we have not yet tried this.]

Additionally, the standard precession-averaged evolution (implemented in, e.g., 
the PRECESSION package [Gerosa and Kesden, PRD (2016)]) does not deal 
well with mass ratios close to unity (the tilts at infinity are not well-defined for 
exactly equal masses), and LIGO posterior samples have mass ratios of up to 
~0.99999.



OUR WORK

We have regularized the precession-averaged equations so that they 
are numerically stable for mass ratios close to unity.

Additionally, we have noted that one can simplify the formalism (and 
make it numerically more stable) by linearizing in certain limits, and 
obtained rigorous bounds for the error incurred by this linearization.

We are currently investigating the orbital velocity at which one 
needs to transition from orbit-averaged evolution to precession-
averaged evolution to obtain the tilts at infinity with a given accuracy.



PRECESSION-AVERAGED 
EVOLUTION

The idea of precession-averaged evolution is 
that there is a separation of timescales torb << 
tprec << tRR when the binary is well separated—
roughly, tprec/torb ~ r/M and tRR/tprec ~ (r/M)3/2.

Thus, one can evolve the spins on the radiation-
reaction timescale, averaging over the 
precession timescale.

One additionally notes that the 2PN spin 
evolution equations conserve the effective spin, 
so that the magnitudes of the total spin S, 
orbital angular momentum L, and total angular 
momentum J contain all the information about 
the spin evolution.

the mass ratio q¼ m2=m1 ≤ 1, the total mass M ¼
m1 þm2, and the symmetric mass ratio η ¼ m1m2=M2.
The spin magnitudes Si ¼ m2

i χi (i ¼ 1; 2) are most con-
veniently parametrized in terms of the dimensionless Kerr
parameter 0 ≤ χi ≤ 1, while the magnitude of the orbital
angular momentum is related to the binary separation r
through the Newtonian expression L ¼ ηðrM3Þ1=2.
The three angular momenta L, S1 and S2 in principle

constitute a nine-dimensional parameter space. However,
there exist numerous constraints on the evolution of these
parameters, greatly reducing the number of degrees of
freedom. At the PN order considered here, the magnitudes
of both spins are conserved throughout the inspiral (see
e.g. Ref. [52]), reducing the number of degrees of freedom
from nine to seven. The magnitude of the orbital angular
momentum is conserved on the precession time (although it
shrinks on the radiation-reaction time), further reducing the
number of degrees of freedom from seven to six. The total
angular momentum J ¼ Lþ S1 þ S2 is also conserved on
the precession time, reducing the number of degrees of
freedom from six to three. As described in greater detail in
the next subsection, the projected effective spin ξ [56,57] is
also conserved by both the orbit-averaged spin-precession
equations at 2PN and radiation reaction at 2.5PN order,
providing a final constraint that reduces the system to just
two degrees of freedom. In an appropriately chosen non-
inertial reference frame precessing about J, precessional
motion associated with one of these degrees of freedom can
be suppressed, implying that the relative orientations of the
three angular momenta L, S1 and S2 can be specified by
just a single coordinate! Wewill provide an explicit analytic
construction of this procedure in this and the following
subsection.
We begin by introducing two alternative reference

frames in which the relative orientations of the three
angular momenta can be specified explicitly. As shown
in the left panel of Fig. 1, one may choose the z0 axis to lie
along L, the x0 axis such that S1 lies in the x0z0 plane, and
the y0 axis to complete the orthonormal triad. In this frame
only three independent coordinates are needed to describe
the relative orientations of the angular momenta; we choose
them to be the angles

cos θ1 ¼ Ŝ1 · L̂; ð2aÞ

cos θ2 ¼ Ŝ2 · L̂; ð2bÞ

cosΔΦ ¼ Ŝ1 × L̂

jŜ1 × L̂j
·
Ŝ2 × L̂

jŜ2 × L̂j
; ð2cÞ

where the sign of ΔΦ is given by (cf. Fig. 1)

sgnΔΦ ¼ sgnfL · ½ðS1 ×LÞ × ðS2 ×LÞ&g: ð2dÞ

The relative orientations of the three angular momenta
can alternatively be specified in a frame aligned with the
total angular momentum J. For fixed values of L, S1, and
S2, the allowed range for J ¼ jJj is

Jmin ≤ J ≤ Jmax ð3aÞ

where

Jmin ¼ maxð0; L −S1 −S2; jS1 −S2j − LÞ; ð3bÞ

Jmax ¼ LþS1 þS2: ð3cÞ

As shown in the right panel of Fig. 1, one can choose the z
axis parallel to J and the x axis such that L lies in the xz
plane:

J ¼ Jẑ and L ¼ L sin θLx̂þ L cos θLẑ: ð4Þ

The third unit vector ŷ ¼ ẑ × x̂ completes the orthonormal
triad. The total spin S ¼ S1 þ S2 ¼ J −L will also lie in
the xz plane:

S ¼ −L sin θLx̂þ ðJ − L cos θLÞẑ; ð5Þ

implying

cos θL ¼ J2 þ L2 −S2

2JL
: ð6Þ

We can also define a unit vector

FIG. 1. Reference frames used in this paper to study BBH spin
precession. The angles θ1, θ2, ΔΦ, and θ12 are defined in a frame
aligned with the orbital angular momentum L (left panel). The
binary dynamics can also be studied in a frame aligned with the
total angular momentum J (right panel). Once L is taken to lie in
the xz plane, its direction is specified by Sthrough the angle θL.
The angle φ0 corresponds to rotations of S1 and S2 about the total
spin S. The two frames pictured here are not inertial because the
direction of L changes together with the spins to conserve J.
These angles are defined in Eqs. (2), (4) and (9).
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TILTS AT INFINITY

Following Gerosa et al., PRD (2015), one computes the tilts at 
infinity using 
 
 
 
 
with  
 
and 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We derive the regularized equations used to compute the tilts at infinity in
calc_tilts_at_infty_regularized.py as well as the error bound for the linearization of the
precession-averaged equations.

I. MOTIVATION

We want to compute the tilt angles at infinity of a binary black hole system using the precession-averaged evolution, as in
Gerosa et al. [1]. Following Chatziioannou et al. [2], we work in total mass = 1 units, and denote the binary’s mass ratio by
q := m2/m1 < 1. (We do not try to derive expressions valid for exactly equal-mass systems here, where there is qualitatively
different behaviour, as discussed in [3] and Sec. III A.) We denote the magnitudes of the binary’s individual dimensionful spins
by S1 and S2, while S denotes the magnitude of the total spin, and S0 is the magnitude of the initial total spin. Similarly, J
denotes the magnitude of the system’s total angular momentum, while L is the magnitude of its orbital angular momentum.

Specifically, we want to compute

cos ✓11 =
�⇠ + 1(1 + q

�1)

S1(q�1 � q)
, (1a)

cos ✓21 =
⇠ � 1(1 + q)

S2(q�1 � q)
(1b)

[Eqs. (45) in Gerosa et al. [1]]. Here

⇠ := [(1 + q)S1 + (1 + q
�1)S2] · L̂ (2)

[Eq. (12) in Gerosa et al.] is the effective spin, which is conserved using the evolution equations from Gerosa et al., and 1 is
the value of

 :=
J
2 � L

2

2L
(3)

[Eq. (40) in Gerosa et al.] at L ! 1. The evolution of  as a function of u := 1/(2L) is given by

d

du
= hS2ipr (4)

[inline equation below Eq.( 44) in Gerosa et al., which comes from Eq. (41), with a slight change of notation for hS2ipr, following
Chatziioannou et al. [2]], so 1 is given by the value of  at u = 0.

Now, from Eq. (42) in Chatziioannou et al. [2],

hS2ipr = S
2
+ + (S2

+ � S
2
3)


E(m)

K(m)
� 1

�
, (5)

where S
2
+ > S

2
� > S

2
3 are the roots of the cubic equation (in S

2)

S
6 +BS

4 + CS
2 +D = 0, (6)

whose coefficients are given in Eqs. (B2–B4) in Chatziioannou et al., E and K are elliptic functions, and

m :=
S
2
+ � S

2
�

S2
+ � S2

3

(7)

[Eq. (25) in Chatziioannou et al.].
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ill-conditioned
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COMPUTING <S2>PR

We follow Chatziioannou et al. PRD (2017) and write  
 
 
 
where                       are the roots of  
 
 
and B, C, and D are complicated functions of the mass 
ratio, spin magnitudes, L, J, and ξ.  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2

Now, when performing this computation, we need to avoid catastrophic cancellations, which can occur in several places.
One place involves the computation of the tilt angles themselves, where the denominators diverge as q % 1. The other place
involves the computation of hS2ipr, where one obtains an 1 · 0 indeterminate form as S

2
3 ! 1, so m ! 0, as E(m) =

(⇡/2)[1 � m/4 + O(m2)], K(m) = (⇡/2)[1 + m/4 + O(m2)]. We now describe how to rescale  to avoid the catastrophic
cancellations for q close to 1,1 but first derive a bound on the error made in linearizing the expression for hS2ipr.

II. LINEARIZATION ERROR BOUND

When m is small (notably when L is large, so S
2
3 is also large and negative), we can linearize hS2ipr in m, obtaining

hS2ipr =
1

2
(S2

+ + S
2
�) +O(m2). (8)

This is especially convenient numerically, since when S
2
3 is large and negative, the residual one obtains when inserting the

numerically determined value into the cubic is also large, making it untrustworthy, but it turns out that one does not need to
compute it at all.

However, in order for us to be able to use this linearization only when it is really warranted, for a desired accuracy, we need a
strict bound on the error incurred. Fortunately, such a bound is relatively straightforward to obtain. We start by considering the
bounds on the linearization of E and K. These functions are defined by the following integrals

E(m) :=

Z ⇡/2

0

p
1�m sin2 ✓ d✓, (9a)

K(m) :=

Z ⇡/2

0

d✓p
1�m sin2 ✓

(9b)

(note that m 2 [0, 1] ). Thus, as mentioned above, we have linearized versions of these functions of

Elin(m) =
⇡

2

⇣
1� m

4

⌘
, (10a)

Klin(m) =
⇡

2

⇣
1 +

m

4

⌘
. (10b)

Now, using Taylor’s theorem with Lagrange remainder, we have the following expressions for the error incurred by linearization:

E(m)� Elin(m) = �m
2

8

Z ⇡/2

0

sin4 ✓

(1� m̄ sin2 ✓)3/2
d✓, (11a)

K(m)�Klin(m) =
3m2

8

Z ⇡/2

0

sin4 ✓

(1� ¯̄m sin2 ✓)5/2
d✓, (11b)

for some m̄, ¯̄m 2 (0,m). Since the integrands are nonnegative, increasing functions of m̄, ¯̄m, we thus have

�m
2

8

Z ⇡/2

0

sin4 ✓

(1�m sin2 ✓)3/2
d✓  E(m)� Elin(m)  0, (12a)

0  K(m)�Klin(m)  3m2

8

Z ⇡/2

0

sin4 ✓

(1�m sin2 ✓)5/2
d✓. (12b)

We can then use (1�m sin2 ✓)�↵  (1�m)�↵ for ↵ > 0 (since m > 0) and note that
R ⇡/2
0 sin4 ✓ d✓ = 3⇡/16 to obtain

� 3⇡m2

128(1�m)3/2
 E(m)� Elin(m)  0, (13a)

0  K(m)�Klin(m)  9⇡m2

128(1�m)5/2
. (13b)

1 We need to treat 1� q ' 10�5 in the GW150914 IMRPhenomPv2 PE samples.
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elliptic functions

Sþ and returns to S−: (1) ΔΦ begins at 0°, decreases to a
minimum −ΔΦ", returns to 0° at Sþ, increases to a
maximum þΔΦ", and then returns to 0° back at S−,
(2) ΔΦ begins at −180°, increases to 0° at Sþ, and
then continues to increase to þ180° back at S−,
and (3) ΔΦ begins at 180°, increases to a maximum
180°þ ΔΦ", returns to 180° at Sþ, decreases to a mini-
mum 180° − ΔΦ", and then returns to 180° back at S−.
These three possibilities (libration about ΔΦ ¼ 0°, circu-
lation, and libration about ΔΦ ¼ 180°) are shown in the
left, center, and right panels of Fig. 2. The libration
amplitude ΔΦ" depends on L, J, and ξ.
Equation (7) implies that BBHs with ξ ¼ ξmin are

trapped in the ΔΦ ¼ 0° resonance. Comparing the left
and center panels of Fig. 2, we see that the transition
between BBHs with ΔΦ ¼ 0° and those with ΔΦ ¼ $180°
at S− [ð1Þ → ð2Þ above] occurs at the value ξ≡ ξc0 at
which L is aligned with either S1 or −S2 at S−. This
transition is marked by the lower dashed line separating the
blue and green regions in Fig. 1. As ξ increases further, we

see by comparing the center and right panels of Fig. 2 that
we eventually reach a value ξ≡ ξc180 at which ΔΦ
transitions from 0° to 180° at Sþ [ð2Þ → ð3Þ above].
This transition occurs when L is aligned with either S2

or −S1 at Sþ and is marked by the upper dashed line
separating the green and red regions in Fig. 1. These
morphological transitions correspond to the quasistable
equilibria noted by Schnittman [30]. Finally, as ξ continues
to increase the amplitude of the oscillations in S decreases,
until the ΔΦ ¼ $180° resonance is reached at ξmax.
Although S parametrizes spin directions much like the

true anomaly parametrizes Keplerian orbits, one may also
want the time-dependent solutions SðtÞ. The spin-precession
equations [8,9,31,32] imply

dS
dt

¼ −
3ð1 − q2Þ

2q
S1S2
S

ðη2M3Þ3

L5

!
1 −

ηM2ξ
L

"

× sin θ1 sin θ2 sinΔΦ; ð8Þ

where again the right-hand side depends only on S when we
use Eq. (7). Oscillations in S have a precessional period
τðL; J; ξÞ ¼ 2

R Sþ
S−

dS=jdS=dtj. The basis vectors x̂ and ŷ
precess about ẑ at a rate

Ωz ¼
J
2

!
η2M3

L2

"
3
#
1þ 3

2η

!
1 −

ηM2ξ
L

"

−
3ð1þ qÞ
2qA2

1A
2
2

!
1 −

ηM2ξ
L

"
½4ð1 − qÞL2ðS21 − S22Þ

− ð1þ qÞðJ2 − L2 − S2Þ

× ðJ2 − L2 − S2 − 4ηM2LξÞ(
$
; ð9Þ

implying that they precess through an angle αðL; J; ξÞ ¼
2
R Sþ
S−
ðΩzdSÞ=jdS=dtj in each precessional period.

Gravitational inspiral.—Although L and J are con-
served on tpre, they vary on the longer radiation-reaction
time scale tRR. At lowest PN order, the orbit-averaged
angular momentum flux is given by the well-known
quadrupole formula [26] dJ=dt ¼ −ð32=5ÞðηM2=LÞ8
ðηL=MÞ, implying dL=dt ¼ L̂ · dJ=dt and dJ=dt ¼
Ĵ · dJ=dt. This expression for dL=dt is independent of
S, but that for dJ=dt is not. However, if the above
precession angle α ≠ 2πn for integer n , the average of
dJ=dt over many precession periods will be parallel to J.
Using the monotonically decreasing L to parametrize the
inspiral, we obtain the precession-averaged result

%
dJ
dL

&

pre
¼ 2

τ

Z
Sþ

S−

cos θLdS
jdS=dtj

¼ 1

2LJ

'
J2 þ L2 −

2

τ

Z
Sþ

S−

S2dS
jdS=dtj

(
; ð10Þ

FIG. 1 (color online). Effective potentials ξ$ðSÞ for the spin
precession of BBHs with maximal spins, mass ratio q ¼ 0.8, L ¼
0.781M2 (r ¼ 10M), and J ¼ 0.85M2. These two functions form
a loop enclosing the allowed values of S and ξ. Since ξ is con-
served during the inspiral, S oscillates between the two roots S$
of the equation ξ ¼ ξ$ðSÞ on the precession time. The two roots
are degenerate at ξmin and ξmax, implying that S is constant: these
configurations correspond, respectively, to the ΔΦ ¼ 0°ðΔΦ ¼
$180°Þ spin-orbit resonances of Schnittman [30]. The four dotted
curves are the contours cos θi ¼ $1 given by Eqs. (7a) and (7b);
transitions between BBHs for which ΔΦ circulates and those for
which it librates about 0° ($180°) occur where these curves are
tangent to the potentials ξ$ðSÞ, as indicated by the lower (upper)
dashed line ξ ¼ ξc0 (ξc180). The three dot-dashed lines correspond
to the three BBH systems shown in Fig. 2 as representative of
each morphology.
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SIMPLIFYING THE EXPRESSION 
FOR <S2>PR

When      is large, e.g., when L is large, then it is often not obtained numerically 
very accurately.

Fortunately, in that case m is small, so one can linearize <S2>pr in m, giving a result 
independent of     :  
 

Using Taylor’s theorem with remainder and standard inequalities, one can obtain 
the following bound on m for the linearization to be accurate to δlin. (This is a 
simplified version that is slightly weaker than the full bound, but is easier to work 
with.)  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This is the bound implemented in the code (albeit in terms of the barred quantities from the next section). Specifically, we
linearize in m when

m  min


0.01, 15.6�lin max

✓
1,

1

S2
+ � S2

�

◆�
, (24)

where �lin sets the tolerance. Currently we take �lin = 10�4.

III. REGULARIZING THE EQUATIONS FOR CLOSE-TO-EQUAL MASSES

For exactly equal masses, the total spin is also a conserved quantity, as discussed in [3]. Thus, from Eq. (2.6) in that paper,
which says that

⇠ =
J
2 � L

2 � S
2

L
(q = 1) (25)

(in our total mass = 1 units), we have

 =
S
2
0

2L
+

⇠

2
(q = 1), (26)

recalling that S0 is the initial magnitude of the total spin. If we introduce ✏ := 1 � q > 0 (where we are particularly interested
in the method’s accuracy for small ✏, but will obtain expressions valid for a general ✏) and take the ansatz2 that
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+O(✏), (28b)

so these are no longer singular in the limit q % 1 (i.e., ✏ & 0).
This motivates us to try to replace  with something like 

(✏) as the variable being solved for. We thus note that if we know ⇠

and S1 cos ✓11, we can obtain S2 cos ✓21 in a numerically stable way even for q close to 1 by writing

S2 cos ✓21 =
⇠ � (1 + q)S1 cos ✓11

1 + q�1
. (29)

Thus, we can take our 
(✏)-like variable to look something like S1 cos ✓11 as L ! 1. We also want to include the S0

contribution from Eq. (27), which vanishes as L ! 1, so we define
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,

(30)

where the second equality comes from Eq. (20a) in [1].3 Thus, we have
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⇠

4
, (31a)

S2 cos ✓21 = q

✓
3� q

1 + q

⇠

4
� ⇠q,1

◆
. (31b)

2 This ansatz is inspired by the special equal-mass case, though this is a singular limit, and we do not expect the q < 1 case to reduce to the q = 1 case in the
limit ✏ & 0. In particular, as discussed below, in the q = 1 case the tilts at infinity are not well-defined.

3 The ⇠/4 term should probably be removed from this definition. I originally thought that it simplified things, but it actually seems to make things more
complicated. However, this is what is currently in the code.
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S1 cos ✓11 = ⇠q,1 +
⇠

4
, (31a)

S2 cos ✓21 = q

✓
3� q

1 + q

⇠

4
� ⇠q,1

◆
. (31b)

2 This ansatz is inspired by the special equal-mass case, though this is a singular limit, and we do not expect the q < 1 case to reduce to the q = 1 case in the
limit ✏ & 0. In particular, as discussed below, in the q = 1 case the tilts at infinity are not well-defined.

3 The ⇠/4 term should probably be removed from this definition. I originally thought that it simplified things, but it actually seems to make things more
complicated. However, this is what is currently in the code.

initial value of S2



REGULARIZING THE EXPRESSIONS 
FOR THE TILTS AT INFINITY

In fact, we can write  
 
 
 
so we take 
 
 
 
and have

4

This is the bound implemented in the code (albeit in terms of the barred quantities from the next section). Specifically, we
linearize in m when

m  min


0.01, 15.6�lin max

✓
1,

1

S2
+ � S2

�

◆�
, (24)

where �lin sets the tolerance. Currently we take �lin = 10�4.

III. REGULARIZING THE EQUATIONS FOR CLOSE-TO-EQUAL MASSES

For exactly equal masses, the total spin is also a conserved quantity, as discussed in [3]. Thus, from Eq. (2.6) in that paper,
which says that

⇠ =
J
2 � L

2 � S
2

L
(q = 1) (25)

(in our total mass = 1 units), we have

 =
S
2
0

2L
+

⇠

2
(q = 1), (26)

recalling that S0 is the initial magnitude of the total spin. If we introduce ✏ := 1 � q > 0 (where we are particularly interested
in the method’s accuracy for small ✏, but will obtain expressions valid for a general ✏) and take the ansatz2 that

 =
S
2
0

2L
+

⇠

2
+ ✏

(✏) +O(✏2), (27)

we thus have

cos ✓11 =
�⇠ + 1(2� ✏)

2S1✏
+O(✏) =


(✏)
1 � ⇠/4

S1
+O(✏), (28a)

cos ✓21 =
⇠ � 1(2� ✏)

2S2✏
+O(✏) =

�
(✏)
1 + ⇠/4

S2
+O(✏), (28b)

so these are no longer singular in the limit q % 1 (i.e., ✏ & 0).
This motivates us to try to replace  with something like 

(✏) as the variable being solved for. We thus note that if we know ⇠

and S1 cos ✓11, we can obtain S2 cos ✓21 in a numerically stable way even for q close to 1 by writing

S2 cos ✓21 =
⇠ � (1 + q)S1 cos ✓11

1 + q�1
. (29)

Thus, we can take our 
(✏)-like variable to look something like S1 cos ✓11 as L ! 1. We also want to include the S0

contribution from Eq. (27), which vanishes as L ! 1, so we define

⇠q :=
1

1� q

✓
� S

2
0

2L
� q⇠

1 + q

◆
� ⇠

4

= S1 cos ✓1 +
S
2 � S

2
0

2L(1� q)
� ⇠

4
,

(30)

where the second equality comes from Eq. (20a) in [1].3 Thus, we have

S1 cos ✓11 = ⇠q,1 +
⇠

4
, (31a)

S2 cos ✓21 = q

✓
3� q

1 + q

⇠

4
� ⇠q,1

◆
. (31b)

2 This ansatz is inspired by the special equal-mass case, though this is a singular limit, and we do not expect the q < 1 case to reduce to the q = 1 case in the
limit ✏ & 0. In particular, as discussed below, in the q = 1 case the tilts at infinity are not well-defined.

3 The ⇠/4 term should probably be removed from this definition. I originally thought that it simplified things, but it actually seems to make things more
complicated. However, this is what is currently in the code.
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where the second equality comes from Eq. (20a) in [1].3 Thus, we have

S1 cos ✓11 = ⇠q,1 +
⇠

4
, (32a)

S2 cos ✓21 = q

✓
3� q

1 + q

⇠

4
� ⇠q,1

◆
. (32b)

The initial value for ⇠q can be obtained from the definition of . Denoting the values of quantities when the system’s orbital
angular momentum is L0 with a subscript 0 or a superscript (0), we have

0 =
J
2
0 � L

2
0

2L0
= L̂0 · S0 +

S
2
0

2L0
, (33)

so,


(0)
⇠q = S(0)

1 · L̂0 �
⇠

4

= S1 cos ✓
(0)
1 � ⇠

4
.

(34)

We now consider the differential equation satisfied by ⇠q . Since ⇠ is a conserved quantity, we have

d⇠q

du
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1� q
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(35)

where

S̄
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S
2
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2
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1� q
, (36)

(? 2 {+,�, 3}) so we have

m =
S̄
2
+ � S̄

2
�

S̄2
+ � S̄2

3

(37)

and can obtain the equation to solve for the S̄
2
? by substituting S

2 = (1 � q)S̄2 + S
2
0 in Eq. (6), where we then write all the

coefficients in terms of ⇠q , obtaining [after multiplying through by q(1� q
2)u2 to regularize and simplify the coefficients]

q(1� q
2)u2

S̄
6 + B̄S̄

4 + C̄S̄
2 + D̄ = 0, (38)

B̄ =
1� q � q

2 + q
3

4
+ q(1� q)
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2
⇠ � 2(1 + q)⇠q

�
u+ (1 + q)[qS2

0 + (1� q)(�qS
2
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2
2)]u

2
, (39a)

C̄ = q(1� q
2)2

⇠q �
q(1� q)2⇠⇠q

2
� q(3� q)(1� q)⇠2
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D̄ =
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0 + 3S2
1 + 5S2
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, (39c)

3 The ⇠/4 term should probably be removed from this definition. I originally thought that it simplified things, but it actually seems to make things more
complicated. However, this is what is currently in the code.

4

This is the bound implemented in the code (albeit in terms of the barred quantities from the next section). Specifically, we
linearize in m when

m  min


0.01, 15.6�lin max

✓
1,

1

S2
+ � S2

�

◆�
, (24)

where �lin sets the tolerance. Currently we take �lin = 10�4.

III. REGULARIZING THE EQUATIONS FOR CLOSE-TO-EQUAL MASSES

For exactly equal masses, the total spin is also a conserved quantity, as discussed in [3]. Thus, from Eq. (2.6) in that paper,
which says that

⇠ =
J
2 � L

2 � S
2

L
(q = 1) (25)

(in our total mass = 1 units), we have

 =
S
2
0

2L
+

⇠

2
(q = 1), (26)

recalling that S0 is the initial magnitude of the total spin. If we introduce ✏ := 1 � q > 0 (where we are particularly interested
in the method’s accuracy for small ✏, but will obtain expressions valid for a general ✏) and take the ansatz2 that

 =
S
2
0

2L
+

⇠

2
+ ✏

(✏) +O(✏2), (27)

we thus have

cos ✓11 =
�⇠ + 1(2� ✏)

2S1✏
+O(✏) =


(✏)
1 � ⇠/4

S1
+O(✏), (28a)

cos ✓21 =
⇠ � 1(2� ✏)

2S2✏
+O(✏) =

�
(✏)
1 + ⇠/4

S2
+O(✏), (28b)

so these are no longer singular in the limit q % 1 (i.e., ✏ & 0).
This motivates us to try to replace  with something like 

(✏) as the variable being solved for. We thus note that if we know ⇠

and S1 cos ✓11, we can obtain S2 cos ✓21 in a numerically stable way even for q close to 1 by writing

S2 cos ✓21 =
⇠ � (1 + q)S1 cos ✓11

1 + q�1
. (29)

Thus, we can take our 
(✏)-like variable to look something like S1 cos ✓11 as L ! 1. We also want to include the S0

contribution from Eq. (27), which vanishes as L ! 1, so we define

⇠q :=
1

1� q

✓
� S

2
0

2L
� q⇠

1 + q

◆
= S1 cos ✓1 +

S
2 � S

2
0

2L(1� q)
, (30)

where the second equality comes from Eq. (20a) in [1].3 Thus, we have

S1 cos ✓11 = ⇠q,1 +
⇠

4
, (31a)

S2 cos ✓21 = q

✓
3� q

1 + q

⇠

4
� ⇠q,1

◆
. (31b)

2 This ansatz is inspired by the special equal-mass case, though this is a singular limit, and we do not expect the q < 1 case to reduce to the q = 1 case in the
limit ✏ & 0. In particular, as discussed below, in the q = 1 case the tilts at infinity are not well-defined.

3 The ⇠/4 term should probably be removed from this definition. I originally thought that it simplified things, but it actually seems to make things more
complicated. However, this is what is currently in the code.
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We find that  
 
 
where  
 
 
 
and 
 
 
so we can apply all our previous results about linearizing in m.

4

This is the bound implemented in the code (albeit in terms of the barred quantities from the next section). Specifically, we
linearize in m when

m  min


0.01, 15.6�lin max

✓
1,

1

S2
+ � S2

�

◆�
, (24)

where �lin sets the tolerance. Currently we take �lin = 10�4.

III. REGULARIZING THE EQUATIONS FOR CLOSE-TO-EQUAL MASSES

For exactly equal masses, the total spin is also a conserved quantity, as discussed in [3]. Thus, from Eq. (2.6) in that paper,
which says that

⇠ =
J
2 � L

2 � S
2

L
(q = 1) (25)

(in our total mass = 1 units), we have

 =
S
2
0

2L
+

⇠

2
(q = 1), (26)

recalling that S0 is the initial magnitude of the total spin. If we introduce ✏ := 1 � q > 0 (where we are particularly interested
in the method’s accuracy for small ✏, but will obtain expressions valid for a general ✏) and take the ansatz2 that

 =
S
2
0

2L
+

⇠

2
+ ✏

(✏) +O(✏2), (27)

we thus have

cos ✓11 =
�⇠ + 1(2� ✏)

2S1✏
+O(✏) =


(✏)
1 � ⇠/4

S1
+O(✏), (28a)

cos ✓21 =
⇠ � 1(2� ✏)

2S2✏
+O(✏) =

�
(✏)
1 + ⇠/4

S2
+O(✏), (28b)

so these are no longer singular in the limit q % 1 (i.e., ✏ & 0).
This motivates us to try to replace  with something like 

(✏) as the variable being solved for. We thus note that if we know ⇠

and S1 cos ✓11, we can obtain S2 cos ✓21 in a numerically stable way even for q close to 1 by writing

S2 cos ✓21 =
⇠ � (1 + q)S1 cos ✓11

1 + q�1
. (29)

Thus, we can take our 
(✏)-like variable to look something like S1 cos ✓11 as L ! 1. We also want to include the S0

contribution from Eq. (27), which vanishes as L ! 1, so we define

⇠q :=
1
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⇠q := S1 cos ✓1 +
S
2 � S

2
0

2L(1� q)
(31)

2 This ansatz is inspired by the special equal-mass case, though this is a singular limit, and we do not expect the q < 1 case to reduce to the q = 1 case in the
limit ✏ & 0. In particular, as discussed below, in the q = 1 case the tilts at infinity are not well-defined.

5

The initial value for ⇠q can be obtained from the definition of . Denoting the values of quantities when the system’s orbital
angular momentum is L0 with a subscript 0 or a superscript (0), we have

0 =
J
2
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2
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= L̂0 · S0 +
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so,
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We now consider the differential equation satisfied by ⇠q . Since ⇠ is a conserved quantity, we have
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and can obtain the equation to solve for the S̄
2
? by substituting S

2 = (1 � q)S̄2 + S
2
0 in Eq. (6), where we then write all the

coefficients in terms of ⇠q , obtaining [after multiplying through by q(1� q
2)u2 to regularize and simplify the coefficients]
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where

⌃ :=
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Note that the analysis in Sec. II still applies here with the substitution S
2
? ! S̄

2
? . Additionally, for q close to 1 and/or u close

to 0, the coefficient of S̄6 in Eq. (38) becomes quite small, and S̄
2
3 becomes large, so we only need S̄

2
± in order to compute

5

The initial value for ⇠q can be obtained from the definition of . Denoting the values of quantities when the system’s orbital
angular momentum is L0 with a subscript 0 or a superscript (0), we have

0 =
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We now consider the differential equation satisfied by ⇠q . Since ⇠ is a conserved quantity, we have
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where

⌃ :=
⇥
�q(1� q)S2

0 + (q � 4q2 + q
3)S2

1 + (1 + 2q � q
2)S2

2

⇤
⇠. (40)

Note that the analysis in Sec. II still applies here with the substitution S
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? . Additionally, for q close to 1 and/or u close

to 0, the coefficient of S̄6 in Eq. (38) becomes quite small, and S̄
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The initial value for ⇠q can be obtained from the definition of . Denoting the values of quantities when the system’s orbital
angular momentum is L0 with a subscript 0 or a superscript (0), we have
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We now consider the differential equation satisfied by ⇠q . Since ⇠ is a conserved quantity, we have
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Note that the analysis in Sec. II still applies here with the substitution S
2
? ! S̄

2
? . Additionally, for q close to 1 and/or u close

to 0, the coefficient of S̄6 in Eq. (38) becomes quite small, and S̄
2
3 becomes large, so we only need S̄

2
± in order to compute



DISCUSSION

With this regularization, we obtain numerically stable results for almost all cases even with 
mass ratios up to ~0.99999.

However, there are still some fairly innocuous-seeming (though special) cases where the 
evolution fails, e.g., masses of 35 and 34.9 Msun, and parallel spins of magnitude 0.95 in the 
orbital plane. (Such cases also fail with the PRECESSION code.)

It is possible that this issue might be fixed if we were able to solve a quadratic instead of a 
cubic in cases where the leading coefficient of the cubic is small.  
 
 
However, I have yet to derive a rigorous bound for this case, so I have not tried it in the code. 

Nevertheless, these cases are special enough that they are unlikely to be a problem for the 
application to GW posterior samples.
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The initial value for ⇠q can be obtained from the definition of . Denoting the values of quantities when the system’s orbital
angular momentum is L0 with a subscript 0 or a superscript (0), we have
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We now consider the differential equation satisfied by ⇠q . Since ⇠ is a conserved quantity, we have

d⇠q

du
=

1

1� q

✓
d

du
� S

2
0

◆

= S̄
2
+ + (S̄2

+ � S̄
2
3)


E(m)

K(m)
� 1

�

= hS̄2ipr,

(34)

d⇠q

du
= hS̄2ipr (35)

where

S̄
2
? :=

S
2
? � S

2
0

1� q
, (36)

(? 2 {+,�, 3}) so we have

m =
S̄
2
+ � S̄

2
�

S̄2
+ � S̄2

3

(37)

and can obtain the equation to solve for the S̄
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Note that the analysis in Sec. II still applies here with the substitution S
2
? ! S̄

2
? . Additionally, for q close to 1 and/or u close

to 0, the coefficient of S̄6 in Eq. (38) becomes quite small, and S̄
2
3 becomes large, so we only need S̄

2
± in order to compute



ORBIT-AVERAGED SPIN 
EVOLUTION

We are currently experimenting with the LALSimulation orbit-averaged spin 
evolution (from SimInspiralSpinTaylorPNEvolveOrbit). This is reasonably fast, but 
not optimized for this sort of evolution.

We have found that one needs quite low transition frequencies (< 0.1 Hz for a 
total detector frame mass of 80 Msun, or an orbital velocity of < 0.05c) to obtain 
good accuracy for the tilts at infinity.

So far, we do not find as nice convergence with the transition frequency as we 
might like, so we likely need to consider even lower transition frequencies, for 
which optimization of SimInspiralSpinTaylorPNEvolveOrbit may be necessary.  
 
However, we do find that the errors mostly decrease with decreasing transition 
frequency.



ERRORS WITH ORBIT-AVERAGED EVOLUTION
—RANDOM BINARY PARAMETERS

v transition: 0.2 and 0.1 v transition: 0.1 and 0.05

tilt 2 errors are similar

~76% of errors < 10-3



ERRORS WITH ORBIT-AVERAGED EVOLUTION
—RANDOM BINARY PARAMETERS

ratio of 0.1 and 0.05 errors to 0.2 and 0.1 errors

tilt 2 errors are similar



CONCLUSIONS

Precession-averaged evolution is a powerful tool for obtaining the tilt angles at 
infinity, which are useful in comparing with binary evolution, e.g., supernova kicks. 

We have derived regularized equations that allow us to obtain the tilts at infinity 
for mass ratios close to unity (e.g., 0.99999) and a rigorous error bound on the 
linearization needed to help the numerical stability of the equations in certain 
regimes.

We are currently checking the transition velocity from orbit-averaged to 
precession-averaged evolution needed to obtain a given accuracy for the tilts at 
infinity.

The regularized precession-averaged evolution code will be released as part of 
LALSuite when we have finalized the interface with the orbit-averaged evolution.


