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The Universe in X-rays:

Overview of HW#1Overview of HW#1



  

Missing information: resolutions, sensitivity, science goals 



  

To improve: time resolution, energy resolution,                      
                    science goals, hard to read figure’s text.  



  

To improve: 
time resolution,
energy resolution,
angular resolution, 
science goals. 
  



  

To improve: resolutions, sensitivity, detectors never               
                   worked together. 



  

To improve: resolutions, sensitivity, put in the                         
                   context of the whole mission.                              
      



  

To improve: 
mark where 
is the IBIS,
less text.                                   



  

To improve: 
time and 
angular resolution,
clear science goal.                                  



  

To improve: 
time and 
angular resolution
not for all 
instruments, 
but I agree it was 
hard,
clear science goal
in the form of 
questions.                                  



  

To improve: 
science goal.
                                 



  

To improve: image of the mission, 
science goal very general, 
time and angular
resolution. 

Points done well:
CCD and MPE :)
                                 



  

To improve:  

one full slide “lost” for 
science goal,

time resolution,   

LOGOs important !   



  

To improve: all resolutions, looks like slide from net.  



  

To improve: 
time resolution,
angular resolution, 
looks like slide 
from net.  



  

To improve: 
time resolution,
angular resolution, 
indicate the position.  



  

To improve: 
energy resolution – hard
for energetic photons, 
indicate the position of
the detector.  



  

To improve: 
energy resolution,
taken from net, 
already summary, 
Nutshell is a plan for 
future mission.  



  

To improve: all resolutions, looks like slide from net, 
                    science goals?  



  

To improve: 
looks like slide 
from net, 
it is perfect,
only arrow 
can be added. 
 



  

To improve: 
where is 
HEXTE,
angular and 
energy 
resolutions, 
HEXTE photo. 
 



  

To improve: 

completed, 
maybe from net,
but has 
everything 
what is 
important,
angular 
resolution.



  

To improve: 

time resolution, 
two detectors,
the second 
XTEND or XTREND?
should have at least
angular resolution, 
since it is imager.  



  

To improve: 

PSF gives angular
resolution - OK, 

energy resolution. 

Second slide is not 
needed. 



  

To improve: 

nice and completed, 
all resolutions are 
listed,
 
all images are
presented. 



  

To improve: 

nice and completed, 
but what and where 
is SPI?
 
 



  

To improve: 

some text is not 
visible, 
where in the context
of the whole 
mission?
 
 



  

To improve: two slides less, numbers needed,                       
         observational results instead of observational goals.  
 
 



  

Part 2.      OBSERVATIONS



  

Lecture 5:   Statistics of measurements

Do we measure the source or simply fluctuation in the 
noise:
       -  instrumental noise, spurious signals in the absence of 
          any photons, (CCDs, PC, readout processes):
          i) statistical in nature – i.e. due to randomly arriving 
             cosmic rays 
          ii) systematical in nature – i.e. aging of detector

        - statistical fluctuations - “noise” inherent randomness
          of certain types of events. 

We measure the rate of arrival of photons in a limited time 
interval. 



  

Poisson distribution:

Consider source of constant luminosity (not pulsating), 
that produces, on average,  100 counts every second.
10 ms between each count. 



  

Poisson distribution:

Consider source of constant luminosity (not pulsating), 
that produces, on average,  100 counts every second.
10 ms between each count. 

Each photon arrives at a time completely uncorrelated 
with each others (randomly) 



  

Poisson distribution:

Consider source of constant luminosity (not pulsating), 
that produces, on average,  100 counts every second.
10 ms between each count. 

Each photon arrives at a time completely uncorrelated 
with each others (randomly).

Average time of arrival is governed by fixed probability 
of an event occurring in some fixed interval of time. 



  

Poisson distribution:

Consider source of constant luminosity (not pulsating), 
that produces, on average,  100 counts every second.
10 ms between each count. 

Each photon arrives at a time completely uncorrelated 
with each others (randomly).

Average time of arrival is governed by fixed probability 
of an event occurring in some fixed interval of time. 

A distribution of counts N(x) can be obtained from many 
measurements: N(105), N(95), N(87), N(101) ... in 1 s intervals.
N – number of times
x – a given value occurs.



  

Poisson distribution:

For a random process such as photon arrival time, this
distribution is well known theoretically as Poisson distribution:

P x=
m x e−m

x !



  

Poisson distribution:

For a random process such as photon arrival time, this
distribution is well known theoretically as Poisson distribution:

m – average (mean) number of events over a large number 
       of tries,
x – integer number of events (counts). 

if  m=10.3   P(6 photons) = 0.056
if  m=6        P(6 photons) = 0.161      but  < 1 

It is not particularly likely that one will detect the mean number.

P x=
m x e−m

x !



  

Poisson distribution:

Is valid for discrete independent events that occur randomly
(equal probability of  occurrence per unit time) with a low 
probability of occurrence in a differential time integral dt. 



  

Poisson distribution:

∑
x=0

x=∞

P x=1
- distribution i.s not symmetric,
- more symmetric for higher m.



  

Poisson distribution:

-probability of obtaining non zero event is significant.  



  

Normal distribution, Gaussian:

Continuous and symmetrical distribution which gives the 
differential probability dP of finding the value x within the 
differential interval dx:

dP x=
1

w2
exp [− x−m

2

2w
2 ]dx



  

Normal distribution, Gaussian:

Continuous and symmetrical distribution which gives the 
differential probability dP of finding the value x within the 
differential interval dx:

dP x=
1

w2
exp [− x−m

2

2w
2 ]dx

m – the mean, which is the true value of the quantity being 
       measured,
     - width, the standard deviation of the distribution.

Two parameters instead of one in Poisson distribution. 

w



  

Normal distribution, Gaussian:

Bell curve of probability, 
symmetric around m, 
can extend to negative 
values of x. 



  

Normal distribution, Gaussian:

Bell curve of probability, 
symmetric around m, 
can extend to negative 
values of x.

is chosen so that this
distribution is also 
normalized:

 

2
−1/2

∫
x=−∞

x=∞

d P x=1



  

Normal distribution, Gaussian:

w         - a characteristic
            width:

  the function  has 
  fallen to:

  
of its maximum value.

x=m±w

e−0.5
=0.601



  

Normal distribution, Gaussian:

w         - a characteristic
            width:

  the function  has 
  fallen to:

  
of its maximum value.
  For: 
  

x=m±w

e−0.5
=0.601

x−m=2w

e−1
=0.37



  

Normal distribution, Gaussian:

● 68% of the area
  falls in 1

● 95.5 %  
  falls in 2         
 
● 99.73 %
  falls in 3 

from integrating 
eq. of distribution.

w

w

w



  

Normal and Poisson distribution:

For large values of m, 
the Poisson distribution
approaches in shape 
the central part of the 
normal distribution 
if the width parameter
is set to:

w=m
1 /2

Normal distribution describes the arrival of random events
                                                                                  for large m.



  

Variance and standard deviation:

The width of a measured distribution indicates the range 
of values obtained from a set of individual measurements of x. 
Formally root-mean-square deviation, i.e. standard deviation,
    , its square is called the variance:

n – number of independent measurements,
x

i
 – individual measurements,

m – mean value can be only obtained with an infinite 
       amount of data !!! 




2
=

1
n
∑
i=1

i=n

 x i−m 
2

definition of variance.



  

Variance and standard deviation:

In practice the average value x
av

 of the n measured numbers 

may be the best approximation of m that is available:

Practical variance equals theoretical for large n. 


2
=

1
n−1

∑
i=1

i=n

 x i−xav
2

practical variance.



  

Variance and standard deviation:

In practice the average value x
av

 of the n measured numbers 

may be the best approximation of m that is available:

Practical variance equal theoretical for large n. 

Variance can be evaluated for any given experimental 
distribution as Poisson or Normal. 


2
=

1
n−1

∑
i=1

i=n

 x i−xav
2

practical variance.



  

Variance and standard deviation:

Variance of theoretical Poisson distribution:
n

j
 – occurrences of the same value x

j , 

It is useful to rewrite variance in terms of the probability used 
in theoretical expression: Summation will be over x, than the trial
number j. 

 

 xav=∑
j=1

j=n x j
n 

2
=∑

j=1

j=n

x j−m
2 n j
n

= ∑
x=−∞

x=∞

x−m
2P x ,



  

Variance and standard deviation:

Variance of theoretical Poisson distribution:
n

j
 – occurrences of the same value x

j , 

It is useful to rewrite variance in terms of the probability used 
in theoretical expression. Summation will be over x, than the trial
number j. 

Substituting the Poisson distribution: 


2
=∑

j=1

j=n

x j−m
2 n j
n

= ∑
x=−∞

x=∞

x−m
2P x ,


2
= ∑
x=−∞

x=∞
x−m

2m x e−m

x !
=m ,

 xav=∑
j=1

j=n x j
n 

w=m
1 /2



  

Example:

=100=10

If 100 photons are expected to arrive at pixel of a CCD during
exposure of 1s, standard deviation for a single measurement is:

We can expect fluctuations ±10 or even ±30 about the 
100 count  mean. 



  

Example:

If 100 photons are expected to arrive at pixel of a CCD during
exposure of 1s, standard deviation for a single measurement is:

We can expect fluctuations ±10 or even ±30 about the 
100 count  mean. 
The uncertainty relative to the mean value is:

                                                  

It is “a 10% measurement”. If in 100 s, one expect 10000 counts:
                                                      
                                                                                           

=100=10

 /m=10 /100=10 %

 /m=100 /10000=1%

More counts leads to higher absolute fluctuations and uncertainty, 
but fractional uncertainty is reduced. Longer means better rates.

=10000=100,



  

Variance and standard deviation:

Variance of Normal distribution is obtained through substitution
of sum into integral form:


2
= ∫
x=−∞

x=∞

x−m
2 dP x


2
=

1

w2
∫
x=−∞

x=∞

x−m
2 exp [−x−m

2

2 w
2 ]


2
=w

2



  

Measurement significance:

For large number of events

The probability of exceeding 3 sigma is 0.27%. 
If the pixel of CCD is expected to record 100 photons during 
the exposure time thus

If we measure 130 photons, we may ask, is it bright source 
or fluctuation? This is 3 sigma detection, but still there is
one chance in 1/(0.0027)=370 that this would happen from 
statistical fluctuations. 

One measures of 5 sigma error in one of measurements.
The probability of a statistical fluctuations in one given 
trial is 6 x 10-7,       but CCD has 4 million pixels, thus:

=m1 /2

=10.

expectation value=6×10−7
×4×106

=2.4



  

Background:

● Counts due to cosmic rays particles – anticoincidence logic.
● Counts due to diffuse X-ray background. 

Commonly, two measurements will be made:
    1) one with astrophysical 
        source in the field of view,
    2) one with offset from the 
        source to measure bkgr only.

If the detector/telescope 
produces a sky image, 
we can make both measurements 
in a single exposure.  



  

Propagation of errors:

After data are taken, one invariably manipulates then to obtain
other quantities: 

   accumulated number of counts 
                                                          =  rate of photon arrival
             accumulated time

 



  

Propagation of errors:

After data are taken, one invariably manipulates then to obtain
other quantities: 

   accumulated number of counts 
                                                          =  rate of photon arrival
             accumulated time

Assume, x and y be a length, each accurate to 1mm:

Maximum error is thus a sum of the individual maximum errors.  

z=xy , z=x−y

∣dz∣max=∣dx∣max∣dy∣max

dz=dxdy



  

Propagation of errors:

Assume, x and y be a length, each accurate to 1mm:

Fractional error is the sum of the individual fractional errors: 

                                                                     or: 

We assume to maximize the error. In fact the measurements 
of x and y would most likely be uncorrelated. 

Fractional errors are thus, on average, less than the maximum 
values found above.  

z=x∗y , z=x / y

∣dz / z∣max=∣dx / x∣max∣dy / y∣max

dz=x∗dyy∗dx



  

Propagation of errors:

If x and y vary independently with normal distribution, 
characterized by standard deviation, 
error of summation or subtraction:

error in a product or quotient:

 z
2
= x

2
 y

2

 z

z

2

=
 x

x

2


 y

y

2

x=y ⇒  z=2 x

xy ⇒  z≈ x



  

Background subtraction:

S – expected number of counts detected in  Δt  time interval,

B – expected number of counts of bkgr in the same time interval.

ON Source – S+B, 
OFF Source – B. 



  

Background subtraction:

S – expected number of counts detected in  Δt  time interval,

B – expected number of counts of bkgr in the same time interval.

ON Source – S+B, 
OFF Source – B. 

Signal counts; equal exposures:

Two measurements are quite independent: different photons and 
different bkgr are involved. Thus the fluctuation will be 
uncorrelated:

S=SB−B

 s
2
= sb

2
b

2



  

Background subtraction:

Two standard deviations obtained from the Poisson distribution:

 s
2
=SBB=S2B

 s≪S ⇒ high quality of measurement ,

S=3 s ⇒ 3 result ,

S3 s ⇒ detection questionable.



  

Background subtraction:

Significance equals number of standard deviations or S/N:

S
 s

=
S

S2B
signal-to-noise ratio .



  

Background subtraction:

Significance equals number of standard deviations or S/N:

The intensity of the source is best represented by the source
event rate r

s
 (counts/s). With equal on-source and off-source

accumulated time  Δt : 

S
 s

=
S

S2B
signal-to-noise ratio .

r s=
S
 t

r b=
B
 t



  

Low and high background limits:

The low-background (B<<S) case gives:

                                                                       bkgr negligible

Significance increases as the square root of the number of counts.
To increase significance to 5 sigma – to increase duration time 
by a factor of (5/2)2=6.25 .

S
 s

≈
S

S
=S=r s t



  

Low and hight background limits:

The low-background (B<<S) case gives:

                                                                       bkgr negligible

Significance increases as the square root of the number of counts.
To increase significance to 5 sigma – to increase duration time 
by a factor of (5/2)2=6.25 .

The high-background (B>> S) case gives:

                                                                         bkgr dominates.

It takes a lot of observing time to increase significance. 

S
 s

≈
S

2B
=

r s t

2 r b t
=

r s

2 r b
 t

S
 s

≈
S

S
=S=r s t



  

Low and hight background limits:

Let us compare the S/N ratios of two hypothetical detectors, 
one high-B and the other of low-B.
Comparison of two sensitivities:

Since r
s
<< r

b
, the expression tells us that the significance is 

much less in the high-B case than for the low-B case
for similar exposures.

 S s
B≫S

=
r s
2rb 

S
 s

B≪S



  

Bright and faint source observations:

Focusing instruments are low-B systems. 
3 X-rays photons in one resolution element of the focal plane
could be highly significant since bkgr so low. 

If the expected bkgr in the element is only 0.1 counts, 
the probability of this bkgr giving rise to the 3 X-rays is:

Focusing instruments – the best for faint sources. 

Px=
mx e−m

x !
=

0.13e−0.1

3 !
=1.5×10−4



  

Bright and faint source observations:

How does the significance of a detection in a given time depends
on source intensity i.e., on the rate r

s
.

When S>B as in focusing instruments, the statistical noise 
arises from the source itself.

 
 
S increases ⇒ Statistical noise increases
S
 s

increases slowlywith r s S / s≈r s t(                       for low-B)



  

Bright and faint source observations:

How does the significance of a detection in a given time depends
on source intensity i.e., on the rate r

s
.

When S>B as in focusing instruments, the statistical noise 
arises from the source itself:

When S<B:

source with twice intensity will be measured with twice the 
significance, statistical noise depends only on the bkgr rate.

 
 

S increases ⇒ Statistical noise increases
S
 s

increases slowlywith r s

S
 s

increases with r s

S / s≈r s t(                       for low-B)

S / s≈r s /2rb⋅ t(
                       for high-B)



  

Bright and faint source observations:

They can differ by:
         -effective area 
         -different energies control.

For example non-focusing high-B X-ray detector, PC & MC
has large collecting area A, is sensitive up to 60 keV. 

Focusing low-B reaches only about 8 keV.  A_eff << A_coll.

For bright sources, a high-B large area system can 
yield a higher significance (S/N) in a given time that 
can a low-B system.
                                  The Rossi X-ray Timing Explorer (RXTE)
                                   low E and ang. resolution, great timing
                                   accuracy.

 S s
B≫S

=
r s
2rb 

S
 s

B≪S



  

Bright and faint source observations:

r s
r b

increases but still well≪1

The sensitivity of high-B detector moves toward the sensitivity
of low-B detector. 

The adventure of the low-B detector decreases as the source
brightens.

When source becomes so bright in the high-B detector that it 
exceeds its high bkgr, the weak-bkgr limit applies to both 
detectors. 

They can differ by:
         -effective area 
         -different energies control. S s

B≫S

=
r s
2rb 

S
 s

B≪S



  

Homework #5:  Writing exercise (old style): 

1 ) The magnitude of the charge pulse from proportional counter fluctuates in value from one 
incident X ray to another, even when the incident X rays all have the same energy, E, 
those obtained from iron 55 radioactive source. 
    a) Consider the detection of 6.0 keV X-rays in an argon- filled PC. What is the standard 
        deviation in the units of keV of these fluctuations if they arise mostly from 
        Poisson fluctuations in a number of ion pairs created by the initial photo-electrons? 
        Assume that these are no escape photons, and consider only the first generation of 
        ion pairs, those created by the several initial photo-electrons with a combined 
        energy of 6.0 keV. What is the fractional energy resolution defined as the FWHM 
        of the response curve divided by the mean energy, at this X-ray energy?
    b) What are the fractional energy resolutions at energies 2 keV and 30 keV?



  

NEXT   LECTURE   on    Dec.  8NEXT   LECTURE   on    Dec.  8thth  2022  2022 

- Overview of HW#3  and  #4

- data to practice are: - data to practice are: 

wi-fi password:    a w sercu maj
We have eduroameduroam as well  
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