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Dark matter
Dark matter

- evident from cosmological observations

visible

dark

bullet cluster

- cosmic microwave background (CMB)…

- essential to form galaxies in the Universe

- one of the biggest mysteries

- astronomy, cosmology, 
particle physics…

Sebastian’s talk



3

WIMP dark matter
Attractive features

- well motivated by hierarchy problem 
and TeV-scale new physics 

- various search strategies

- direct detection

- indirect detection

- collider

Let’s be open-minded
- no convincing signals yet (we should wait, but…)

- thermal freeze-out (annihilation in the early Universe)

Ωh2 = 0.1 ×
3 × 10−26 cm3/s

⟨σannv⟩
- weak-scale annihilation 
cross section ⟨σannv⟩ ≃ 1 pb × c

DM DM

SM SM

- neither postulated solutions to the hierarchy problem
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General introduction to ADM
Outline Asymmetric Dark Matter Type I: Sharing Type II: Cogenesis Summary and conclusions

A Brief Introduction to Asymmetric Dark Matter

Mattias Blennow
Mattias.Blennow@mpi-hd.mpg.de

Max–Planck–Institut für Kernphysik

June 27, 2012 @ GGI, Florence, Italy

Mattias Blennow Max–Planck–Institut für Kernphysik

A Brief Introduction to Asymmetric Dark Matter

Revealing the history of the universe with underground 
particle and nuclear research 2019  (3/8/2019)

Asymmetric Dark Matter 

Masahiro Ibe (ICRR)

Asymmetric Dark Matter: Theories, Signatures, and Constraints

Kathryn M. Zurek1

1Michigan Center for Theoretical Physics, Department of Physics,

University of Michigan, Ann Arbor, Michigan 48109 USA⇤

We review theories of Asymmetric Dark Matter (ADM), their cosmological impli-

cations and detection. While there are many models of ADM in the literature, our

review of existing models will center on highlighting the few common features and

important mechanisms for generation and transfer of the matter-anti-matter asym-

metry between dark and visible sectors. We also survey ADM hidden sectors, the

calculation of the relic abundance for ADM, and how the DM asymmetry may be

erased at late times through oscillations. We consider cosmological constraints on

ADM from the cosmic microwave background, neutron stars, the Sun, and brown

and white dwarves. Lastly, we review indirect and direct detection methods for

ADM, collider signatures, and constraints.

⇤Electronic address: kzurek@umich.edu
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Review of asymmetric dark matter∗

Kalliopi Petraki a,† and Raymond R. Volkas b,‡

aNikhef, Science Park 105, 1098 XG Amsterdam, The Netherlands
bARC Centre of Excellence for Particle Physics at the Terascale,

School of Physics, The University of Melbourne, Victoria 3010, Australia

Abstract

Asymmetric dark matter models are based on the hypothesis that the present-day
abundance of dark matter has the same origin as the abundance of ordinary or “vis-
ible” matter: an asymmetry in the number densities of particles and antiparticles.
They are largely motivated by the observed similarity in the mass densities of dark
and visible matter, with the former observed to be about five times the latter. This
review discusses the construction of asymmetric dark matter models, summarizes cos-
mological and astrophysical implications and bounds, and touches on direct detection
prospects and collider signatures.

Keywords: Dark matter; dark matter: asymmetry; baryon: asymmetry; dark mat-
ter: halo; direct detection; indirect detection; dark matter: capture; dark radiation;
photon: hidden sector; collider signatures.

PACS numbers: 98.80.Cq, 12.60.-i

∗Invited review for the International Journal of Modern Physics A.
†kpetraki@nikhef.nl
‡raymondv@unimelb.edu.au
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Coincidence problems
Cosmic energy budget

credit: HAP / A. Chantelauze

“Massive”Matter

DM : baryons : neutrinos
= 5 : 1 : 0.03-0.5

- most famous (notorious) coincidence

- matter coincidence

dark energy : matter = 7 : 3

- focus on DM : baryons

- this ratio does not change for the age of the Universe

- the other ratios change with time and 
they are problems of timing: “why now?” 

ΩDMh2 = 5ΩBh2
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WIMP DM : baryons

Baryon abundance
- too small via thermal freeze-out like WIMPs

ΩWIMPh2 = 0.1 ×
3 × 10−26 cm3/s

⟨σannv⟩
- weak-scale annihilation 
cross section ⟨σannv⟩ ≃ 1 pb × c

strong pp̄ → ππ…

1 b
- determined by the primordial baryon asymmetry

b

b̄

b

ΩBh2 ∝ mbηB

ηB =
nb − nb̄

nγ
= 6 × 10−10

Coincidence

ΩWIMPh2 ≃ 30
G1/2

N c1/2ℏ3/2

⟨σannv⟩mbηB
ΩBh2

- combination of many (seemingly) unrelated quantities

mb ≃ 1 GeV

- miraculous to get O(1)



8

Asymmetric DM

ADM abundance
- determined by the primordial dark asymmetry

ΩDh2 ∝ mχηD

b → χ b̄ → χ̄

- efficient annihilation into light particles
⟨σannv⟩ > 1 pb × c - larger than weak-scale

Coincidence

ΩDh2 =
mχ

mb

ηD

ηB
ΩBh2

- problem is not solved but less miraculous

- combination of the ratio of same-dimension quantities

One more step: common origin of asymmetries

- unlikely to have      as a complicated combination of quantities
ηD

ηB
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Common origin of asymmetries
Mechanisms

- transfer (sharing)

- generate baryon asymmetry and/or dark asymmetry somehow 
(baryogenesis and/or darkogenesis)

- transfer one asymmetry to another (equilibrated) 
through some operator 𝒪B𝒪D

- often end up with               
→

ηD ∼ ηB

𝒪B = udd, LH, …
- baryon-number charged (or B-L  
charged because of weak sphaleron) 

𝒪D = χ, χ2, …

- dark matter-number charged 

mχ ∼ 5 GeV

- generate baryon asymmetry and dark asymmetry simultaneously

- transfer is not necessarily →       is free
ηD

ηB
mχ ∼ 1 MeV-10 TeV

- co-genesis 

- BBN (additional radiation)1 MeV
10 TeV - Unitarity ⟨σannv⟩ > 1 pb × c
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Mirror matter
Parity violation in weak interaction

- established by Wu experiment (1956)
- people could hardly accept that 
such a fundamental symmetry is 
not respected
- P may also involve a change of 
particle species (matter parity)

matter ↔ mirror matter
PH YSI CAL REVI EW VOLUM E 104, NUM B ER 1 OCTOBER 1, 1956

Question of Parity Conservation in Weak Interactions*
T. D. LEE, Columbia University, %em York, Xenr York

AND

C. N. YANG, 'f Brookhaven Natiortal Laboratory, Upton, 1Vem Fork
(Received June 22, 1956)

The question of parity conservation in P decays and in hyperon and meson decays is examined. Possible
experiments are suggested which might test parity conservation in these interactions.

PRESENT EXPERIMENTAL LIMIT ON
PARITY NONCONSERVATION

ECENT experimental data indicate closely iden-
tical masses' and lifetimes' of the W(=E,s+)—and~

~

~ ~

~ ~ ~

the r+(=E s+) mesons. On the other hand, analyses'
of the decay products of r+ strongly suggest on the
grounds of angular momentum and parity conservation
that the ~+ and 8 are not the same particle. This poses
a rather puzzling situation that has been extensively
discussed. '
One way out of the difhculty is to assume that

parity is not strictly conserved, so that 0+ and v-+ are
two diGerent decay modes of the same particle, which
necessarily has a single mass value and a single lifetime.
We wish to analyze this possibility in the present paper
against the background of the existing experimental
evidence of parity conservation. It will become clear
that existing experiments do indicate parity conserva-
tion in strong and electromagnetic interactions to a
high degree of accuracy, but that for the weak inter-
actions (i.e., decay interactions for the mesons and
hyperons, and various Fermi interactions) parity con-
servation is so far only an extrapolated hypothesis
unsupported by experimental evidence. (One might
even say that the present 8—v puzzle may be taken as
an indication that parity conservation is violated in
weak interactions. This argument is, however, not to
be taken seriously because of the paucity of our present
knowledge concerning the nature of the strange par-
ticles. It supplies rather an incentive for an examination
of the question of parity conservation. ) To decide
unequivocally whether parity is conserved in weak
interactions, one must perform an experiment to deter-
mine whether weak interactions differentiate the right
from the left. Some such possible experiments will be
discussed.

If parity is not strictly conserved, all atomic and
nuclear states become mixtures consisting mainly of
the state they are usually assigned, together with small
percentages of states possessing the opposite parity. The
fractional weight of the latter will be called F'. It is a
quantity that characterizes the degree of violation of
parity conservation.
The existence of parity selection rules which work

well in atomic and nuclear physics is a clear indication
that the degree of mixing, 5', cannot be large. From
such considerations one can impose the limit S'& (r/X)',
which for atomic spectroscopy is, in most cases, 10 '.
In general a less accurate limit obtains for nuclear
spectroscopy.
Parity nonconservation implies the existence of inter-

actions which mix parities. The strength of such inter-
actions compared to the usual interactions will in
general be characterized by 8, so that the mixing will
be of the order 5'. The presence of such interactions
would affect angular distributions in nuclear reactions.
As we shall see, however, the accuracy of these experi-
ments is not good. The limit on 5' obtained is not better
than p' &10—4.
To give an illustration, let us examine the polarization

experiments, since they are closely analogous to some
experiments to be discussed later. A proton beam
polarized in a direction s perpendicular to its momentum
was scattered by nuclei. The scattered intensities were
compared' in two directions A and 8 related to each
other by a reAection in the x—y plane, and were found
to be identical to within 1%. If the scattering origi-
nates from an ordinary parity-conserving interaction
plus a parity-nonconserving interaction (e.g., tr r), then
the scattering amplitudes in the directions A and 8
are in the proportion (1+5)/(1—F), where P represents
the ratio of the strengths of the two kinds of interactions
in the scattering. The experimental result therefore
requires 5 &10 ', or $'&10 '.
The violation of parity conservation would lead to

an electric dipole moment for all systems. The mag-
nitude of the moment is

*Work supported in part by the U. S. Atomic Energy Com-
mission.
f Permanent address: Institute for Advanced Study, Princeton,

New Jersey.
'Whitehead, Stork, Perkins, Peterson, and Birge, Bull. Am.

Phys. Soc. Ser. II, 1, 184 (1956); Barkas, Heckman, and Smith
Bull. Am. Phys. Soc. Ser. II, 1, 184 (1956).
'Harris, Orear, and Taylor, Phys. Rev. 100, 932 (1955);

V. Fitch and K. Motley, Phys. Rev. 101, 496 (1956). Alvarez,
Crawford, Good, and Stevenson, Phys. Rev. 101, 503 1956).' R. Dalitz, Phil. Mag. 44, 1068 (1953);E.Fabri, Nuovo cimento
ll, 479 (1954). See Orear, Harris, and Taylor LPhys. Rev. 102,
1676 (1956)7 for recent experimental results.

4 See, e.g., Report of the Sixth Annual Rochester Conference on
High Energy Physics (Interscience Publishers, Inc., New York
to be published).

moment ePX (dimension of system). (1)
5 See, e.g., Chamberlain, Segre, Tripp, and Ypsilantis, Phys.

Rev. 93, 1430 (1954).
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The conservation of parity is usually accepted
without questions concerning its possible limit of
validity being asked. There is actually no a priori
reason why its violation is undesirable. As is well
known, its violation implies the existence of a right-left
asymmetry. We have seen in the above some possible
experimental tests of this asymmetry. These experi-
ments test whether the present elementary particles
exhibit asymmetrical behavior with respect to the
right and the left. If such asymmetry is indeed found,
the question could still be raised whether there could
not exist corresponding elementary particles exhibiting
opposite asymmetry such that in the broader sense
there will still be over-all right-left symmetry. If this
is the case, it should be pointed out, there must exist
two kinds of protons ptr and pr„the right-handed one
and the left-handed one. Furthermore, at the present
time the protons in the laboratory must be predomi-
nantly of one kind in order to produce the supposedly
observed asymmetry, and also to give rise to the
observed Fermi-Dirac statistical character of the
proton. This means that the free oscillation period
between them must be longer than the age of the
universe. They could therefore both be regarded as
stable particles. Furthermore, the numbers of ps and
pr, must be separately conserved. However, the inter-
action between them is not necessarily weak. For
example, pt4 and pt, could interact with the same
electromagnetic field and perhaps the same pion field.
They could then be separately pair-produced, giving
rise to interesting observational possibilities.
In such a picture the supposedly observed right-and-

left asymmetry is therefore ascribed not to a basic non-
invariance under inversion, but to a cosmologically
local preponderance of, say, pt4 over pz„asituation not
unlike that of the preponderance of the positive proton
over the negative. Speculations along these lines are
extremely interesting, but are quite beyond the scope
of this note.
The authors wish to thank M. Goldhaber, J. R.

Oppenheimer, J. Steinberger, and C. S. Wu for inter-
esting discussions and comments. They also wish to
thank R. Oehme for an interesting communication.

APPENDIX

If parity is not conserved in P decay, the most general
form of Hamiltonian can be written as

& 4= (potv4$ ) (C4"tv4$.+Cs'p. tv4vsp. )
+ (4'o'V4V A ) (CW'V4VA"+CvV'V4VoVsk. )
+', (P„tV4oi„f) (Cr4P. tV-4o&„iP, .

+Cr'4""v«i oval')+ (4'~'v4v. vs )
X(—C P'v v,v tP.—C 'P.tv v,4')
+(4~'V4V4-)(C~k'V4VsA+C~V'V4'), (A.1)

where oi,„=——,'i(ViV„—V„Vq) and Vs—ViVsVsV4. The-
ten constants C and C' are all real if time-reversal

invariance is preserved in P decay. This however, will
not be assumed in the following.
Calculation with this interaction proceeds exactly

as usual. One obtains, e.g., for the energy and angle
distribution of the electron in an allowed transition

1V(W,8)dW sin8d8= F(Z,W)pW(We —W)'
4x'

where

up b
X I 1+—cos8+—IdW sin8d8, (A.2)

W Wi

The effect of the Coulomb field is included in all the
above considerations.

"M. E. Rose, in Beta artd Gars@ca Ray Spe-ctroscopy-(Inter-
science Publishers, Inc.

&
New York, 1955), pp. 271-291.

&= (ICsl'+ ICvl'+ ICs'I'+ ICv'I') I~F I'
+(ICr I'+ IC~I'+ ICr'I'+ IC~'I') l~o.T. I' (A.3)

a&= s (ICr I'—I
C~ I'+

I Cr I'—I
C~' I')

I ~o.T. I'
( I
Cs

I

'
I
Cv

I

'+
I

Cs'
I

'
I
Cv'

I
')

I
~& I (A 4)

b5= vl (Cs*Cv+CsCv*)+ (Cs'*Cv'+Cs'Cv") 7 I ~z. I'
+vL(Cr*Cg+Cg*Cr)+ (Cr '*Cg'+C~'*Cr')7

Xlbro. , l. (A.S)

In the above expression all unexplained notations are
identical with the standard notations. (See, e.g., the
article by Rose ")
The above expression does not contain any inter-

ference terms between the parity-conserving part of
the interactions and the parity-nonconserving ones. It
is in fact directly obtainable by replacing in the usual
expression the quantity I Cs I

' by
I
Cs

I
'+

I
Cs'

I
', and

CsCv* by CsCv*+Cs'Cv'*, etc. This rule also holds
in general, except for the cases where a pseudoscalar can
be formed out of the measured quantities, as discussed
in the text.
When a pseudoscalar can be formed, for example,

in the P decay of oriented nuclei, interference terms
would be present, as explicitly displayed in Eq. (2). In
an allowed transition J~J—1 (no), the quantity n is
given by

n=P(J, )/J,
Z~2

P=Re CrCr'*—C~C~'*+i (CgCr'*+Cg'Cz*)
Ac

'vg 2x I ~o.T. I'— (A.6)
c $+($b/W)

where 3Ior , f, and b are def,in.ed in Eqs. (A.3)—(A.S),
tt, is the velocity of the electron, and (J,) is the average
spin component of the initial nucleus. For an allowed
transition J~J+1 (no), n is given by

Mirror baryon as ADM
- ideal solution to coincidence problem

ΩB′ h2 = ΩBh2 mb′ = mb ηB′ = ηB
- unfortunately, not viable as it is

- no structure formation (pressure from 
dark electron and dark photon)
- dark radiation

ΩDh2 = 5ΩBh2 Foot, Int. J. Mod. Phys. A, 2014



- dark nucleons                     and pions
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Mirror-inspired model
Copy of strong dynamics and electrodynamics

- high energy/temperature

- no leptons or weak interaction

u′ (2/3) d′ (−1/3)ū′ (−2/3) d̄′ (1/3)

- dark gluons     and dark photon
× Ng

- generationsg′ γ′ 

- dark quarks

- low energy/temperature
p′ p̄′ 

- massive dark photon      assumed to be the lightest particle γ′ 

n′ n̄′ π′ ± π′ 0

- charged Higgs (not present in SM) to break electrodynamics

- kinetic mixing between photon and dark photon
ϵ
2

FμνF′ μν

- charged particles feebly couple to dark photon ϵejμ
e A′ μ

- dark charged particles do not couple to photon (if so, photon is massive)

- Higgsless chiral model

Ibe, Kobayashi, and 
Watanabe, JHEP, 2021

Ibe, AK, Kobayashi, and Nakano, JHEP, 2018

u′ (1) d′ (−1)ū′ (−a) d̄′ (a) s′ (0) s̄′ (0)
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Transfer operator

- B-L ↔ B’
- B-L-B’ conserved

-                           →       

- more dark anti-nucleon than dark nucleon

Transfer mechanism

Fukuda, Matsumoto, and 
Mukhopadhyay, PRD, 2015

1
M3

*
LHū′ d̄′ d̄′ 

mb′ = 8.5 GeV/Ng′ ΛQCD′ ≃ 10ΛQCD/Ng′ ΩDh2 = 5ΩBh2

Ibe, AK, Kobayashi, and Nakano, JHEP, 2018

- decaying ADM (discussed next)
Signature

- dark radiation
- self-interacting dark matter

Other signatures in the model

- long-lived particle search in colliders
- low-threshold direct detection Wada-san’s talk
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Contents

Decaying ADM
- multi-messanger (e+, γ, ν)

- uncertainty in propagation model

Based on
Saikat Das, AK, Takumi Kuwahara, Kohta Murase, and Deheng Song,
arXiv: 2412.15641
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Transfer operator

- dark anti-neutron decay

Decaying ADM

1
M3

*
LHū′ d̄′ d̄′ 

n̄′ → π′ 0 + ν̄

- monochromatic anti-neutrino

Γ ∝
m5

b′ 

M6
*

- smoking-gun signal

Das, AK, Kuwahara, Murase and Song, arXiv: 2412.15641

- cascade decay of π′ 0 → 2γ′ → 2e+2e−

- super-(hyper-)Kamiokande 
(low threshold)

- solar modulation and reacceleration are 
crucial for sub-GeV electron+positron
- sub-GeV gamma-ray data is also 
important (final state radiation and 
inverse compton scattering)

7
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FIG. 3. Energy fractions of the dark matter decay: electron and positron (red-solid), ω-ray (black-dashed), all neutrinos
(blue-dotted), and invisible channels (green dot-dashed). The two-body decay of a dark meson ε→ → A→A→ is kinematically
allowed in the top panels, while the three-body decay of a dark meson ε→ → A→e+e↑(ω) is only allowed in the bottom panels.

function and integrating over electron (positron) energy
ω2 and dark photon energy ω1. The factor two indicates
the sum of photon spectra from electron and positron.

For the latter contribution, we first get the energy spec-
trum of A→ by integrating over the kinematic variable ω2.

dNA→

dω1
→

1

!A→e+e↑

∫ ω2:max

ω2:min

dω2
d!A→e+e↑

dω1dω2
. (25)

Here, the integration range of ω2 is given by

ω2:max/min =
1

2

(
2↑ ω1 ±

√
ω21 ↑ ε21

)
. (26)

This spectrum is almost flat in the range of ω1 ↓ [2ε1, 1+
ε21]. Approaching the boundaries of the range, the spec-
trum is steeply diminished. Then, we obtain the energy
spectra of the electron-positron pair and photon from the
decay of on-shell A→ in the ϑ→ rest frame by the integral

dNε

dx1
=

∫ 1+ϑ21

ϑ1

dω1

∫ 1

↑1
d cos ϖ

∫ 1

ϑ̃0

dx0

↔
dNε

dx0
(x0, ε0)

dNA→

dω1
(ω1, ε1)f(cos ϖ)

↔ ϱ

(
x1 ↑

ω1
2
x0 +

1

2

√
ω21 ↑ ε21

√
x2
0 ↑ ε̃21 cos ϖ

)
.

(27)

Here, dNε/dx0 denotes the primary spectra of an elec-
tron and photon from the dark photon given by Eq. (10).
When taking dNA→/dω1 ↗ ϱ(ω1 ↑ 1), this reproduces the
spectrum for two-body cascade decay given by Eq. (11).
The spectra in the N → rest frame are obtained by boost-
ing again, and its simplified formula is shown in Eq. (15).
In summary, as mA→ < mϖ→ < 2mA→ , ϑ→ decay into two
dark photons is not kinematically allowed, and the elec-
tron/photon energy spectra are given by the sum of two
contributions:

dNε

dx2
=

dNε

dx2

∣∣∣∣
ε

+
dNε

dx2

∣∣∣∣
A→

, (28)

where the former denotes the spectra directly from ϑ→
↗

A→e+e↑(ς) and the second term is the contribution from
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Super-(hyper-)Kamiokande

- atmospheric neutrino backgrounds

Monochromatic anti-neutrino

- details are not available

12

FIG. 8. Left : All-sky neutrino fluxes for mDM = 10 GeV, where the two body decay case with 2mA/m⇡ = 0.4 for the
vector-like model is assumed. The individual components of the neutrino flux, viz., Galactic (black) and extragalactic (brown)
fluxes, are shown for a fiducial value of DM decay lifetime ⌧DM = 1025 s. The prompt neutrino spectrum from ADM decay
is monoenergetic, which shows up as a spike in the Galactic component (see text). Right : The number of events expected at
the Super-K site from the atmospheric background and ADM decay signal, assuming both FC and PC events. Here, we use a
fiducial value of ⌧DM = 1025 s to calculate the number of signal events. The Galactic and extragalactic components are shown
separately.

nDM of neutrino events from ADM, we have

P (Nobs | nDM) =
(nDM +Nbkg)Nobs

Nobs!
e�(nDM+Nbkg),

(35)
where the mean number of events from the atmospheric
background flux model is estimated by

N (s,f)
bkg = Tobs

Z Emax

Emin

dN (s,f)

dE⌫
A(s,f)

e↵ (E⌫ ,⌦)dE⌫d⌦. (36)

Here Tobs is the observation time for the Super-K de-
tector. We use the time period from the SK-I to the
SK-V phase, corresponding to the period between April
1996 and July 2020. For Hyper-K, we consider Tobs = 10
yr and FC events only since the scaling of the e↵ective
area is not trivial for PC events. We perform a maxi-
mum likelihood analysis to calculate the mean number
of neutrino events hnDMi below which the DM origin can
be ruled out at 95% C.L. This allows us to constrain
the DM lifetime. Since ADM decay generates a neutrino
spectrum extending up to an energy Emax = 0.6 mDM,
this value is used for the integration in Eq. (36), along
with Emin = 0.2 mDM.

We derive upper limits on nDM following the approach
in [115]. For a given number of detected events N , we
compute the test statistic (TS),

TS =

8
<

:

0 (nDM < N̂DM)

�2 ln

✓
L(N |nDM)

L(N |n̂DM)

◆
(nDM > n̂DM),

(37)

where the likelihood L is estimated by a Poisson distri-
bution and n̂DM is the estimator of the mean nDM that

maximizes L. In the case of the Poisson distributions, we
have n̂DM = N �Nbkg.
Each value of nDM has an associated TS distribution

for di↵erent values of N and for a given number of back-
ground events Nbkg. If the experiment observes neutrino
events of Nobs, then we can exclude the DM hypothe-
sis at 95% C.L. by finding the value of nDM, for which
the p�value is equal to 0.05. Nobs is a random vari-
able with a Poisson mean Nbkg (background only), so
we can compute the average hnDMi. We use the upper
limit hnDMi to calculate the lower limit on ⌧DM for each
value of mDM. We show the upper limits obtained on
the right panel of Fig. 9 for Super-K, using both FC and
PC events and Tobs = 24.35 years. For the limits with
Hyper-K, only FC events are used, which is conservative.
Nevertheless, we find that Hyper-K can give us limits as
strong as ⌧DM & 1025 s in the mass range of interest.

V. SUMMARY

We presented comprehensive studies on the compos-
ite ADM. We explored four models for ADM decay. We
considered two values of the mass ratio between dark
photon and dark pion (2m0

A/m
0
⇡), where each can have

either two-flavor vector-like dark quarks or three-flavor
chiral dark quarks. We investigated multimessenger sig-
natures arising from ADM decay, viz., e+, e�, � rays,
and ⌫-s. Each component limits lifetimes of ADM with
masses of 1� 10 GeV. While the constraints from e+/e�

depend on the specific propagation model employed, they
yield the most stringent limits corresponding to & 1026 s
for all ADM models. The limits obtained from � rays
range between 1024 � 1025 s, and those obtained from

- conservative approach: detectability 
of a line on top of expected 
background with 0.15 uncertainty 
within 0.25mDM < E < mDM

Das, AK, Kuwahara, Murase and Song, arXiv: 2412.15641

w/o Gd
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analyses with actual Super-K data are encouraged. We
consider three energy bins of width ! log10 Eω = 0.2 for
each value of mDM, such that the central bin includes the
galactic flux component, which has the dominant contri-
bution in our case. Hence, the total energy range for our
neutrino analysis is 10→0.3E0 to 10+0.3E0 divided into
three logarithmic bins, where E0 is the energy at which
the Galactic line emission appears for each mDM. We
choose a conservative value for the bin width since the
DM signal is sharply peaked at Eω → 0.5mDM. The ω2

function is defined as a sum over energy bins,

ω2 =
3∑

l=1

(εAl + ϑBl ↑Nl)2

ϖ2
stat + ϖ2

sys

(38)

where Al and Bl are the fractions of DM decay neu-
trino events and atmospheric background events in the
l-th bin, compared to the total number of corresponding
events summed over all bins [see, e.g., 124]. HereNl is the
number of background events in the l-th bin obtained us-
ing Eq. (36), and Bl = Nl/Nbkg. The fraction Al, which
is for the signal part, is similarly calculated by propa-
gating the neutrino spectrum obtained in our composite
ADM model, using Eqs. (31) and (34) by integrating over
energy bins. In our analysis, we consider the systematic
uncertainty to be 15%, i.e, ϖsys = 0.15Nl [125, 126] and
1ϖ bound on the statistical error, i.e., ϖ2

stat = Nl. The
free parameters ε and ϑ determine the strength of signal
and background events, respectively. The value of ϱDM is
determined from the strength of the DM signal obtained
by best-fit values of ε. Since the number of background
events is ↓ 1, we treat ε as a discrete parameter. When
both parameters are varied simultaneously, the best fit
for minimizing the ω2 corresponds to ε = 0, indicating
no DM neutrino signal in the observed flux by Super-K.
The minimum value of ω2 for a specific value of ε cor-
responds to a probability value P (ε) ↔ exp(↑ω2(ε)). In
this work, it is su”cient to treat ε as an integer, and
we vary ε = 1, 2, 3, ... and find the best-fit value of ϑ for
each ε, to yield a probability distribution normalized to
unity. We exclude the DM hypothesis at 95% C.L. by
calculating the value of ε for which the p-value is equal
to 0.05. The number of DM events corresponding to the
upper limit is then simply nUL

DM =
∑

l ε95Al.
The corresponding value of ϱDM is derived from the

upper limit on nDM for each specific value of mDM. This
is shown in Fig. 9. During the 24.35-year observation
period of SK-I, we find that at lower energies, the con-
straints correspond to ϱDM ↭ 2 ↗ 1023 s, whereas at
10 GeV, the constraints can reach ↭ 6 ↗ 1023 s. Hyper-
K, the successor to Super-K, is currently under con-
struction [79]. The event rates in Hyper-K can be esti-
mated by scaling the e#ective detection area of Super-K
by the ratio of fiducial masses, which is approximately
8.3 (187 kton for Hyper-K vs. 22.5 kton for Super-
K). However, the neutrino constraints from the forth-
coming Hyper-K observatory are not expected to scale
directly with the fiducial mass ratio due to the dom-

FIG. 9. 95% C.L. limits on DM decay lifetime from Super-K.
Note that both vector-like and chiral models lead to the same
neutrino constraint.

inance of systematic uncertainties from the measure-
ment of atmospheric neutrinos. In Fig. 10, assuming
! log10 Eω = 2ϖE/Eω , we illustrate the dependence of
the constraints from Hyper-K on ϖsys and ϖE/Eω . For
this analysis, we consider the case of mDM = 5 GeV
and an observation time of Tobs = 10 years for Hyper-
K. Only FC events are utilized, as the scaling of the
e#ective area is nontrivial for PC events. The dashed
horizontal line in Fig. 10 denotes the constraint obtained
from Super-K using the fiducial parameters. At a ↘ 10%
energy resolution, the constraints from Hyper-K would
be only comparable to those of Super-K, provided that
ϖsys/Nl remains around 15%. To achieve substantial im-
provements in the constraints, which is especially useful
for overcoming the CMB constraint below 2 GeV, un-
derstanding the atmospheric neutrino background with
systematic uncertainty at a level of ↫ 10% is required.
Alternatively, the constraints can be improved with bet-
ter energy resolution. For instance, a resolution better
than the 10% level may provide clear improvements over
Super-K, and such a level of precision might be achiev-
able in experiments such as DUNE [127].

V. SUMMARY

We presented comprehensive studies on the composite
ADM. We explored four models for ADM decay. We con-
sidered two values of the mass ratio between dark photon
and dark meson (2m↑

A/m
↑
ε), where each can have either

two-flavor vector-like dark quarks or three-flavor chiral
dark quarks. We investigated multimessenger signatures
arising from ADM decay, viz., e+, e→, ς rays, and φ-
s. Each component limits lifetimes of ADM with masses
of 1 ↑ 10 GeV. While the constraints from e+/e→ de-
pend on the specific propagation model employed, they
yield the most stringent limits corresponding to ↭ 1026 s
for all ADM models. The limits obtained from ς rays
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FIG. 10. Dependence of projected constraints for Hyper-K on
ωsys and ωE/Eω , considering mDM = 5 GeV and an observa-
tion time of Tobs = 10 years. The dashed horizontal line shows
the constraint obtained from Super-K, where! log10 Eω = 0.2
and ωsys/Nl = 15% are assumed.

range between 1024 → 1025 s, and those obtained from
neutrino observations with Super-K are also comparable.
We showed that neutrino observations are useful for ob-
taining robust constraints, and future neutrino observa-
tions with Hyper-K and DUNE can improve the bounds.

The phenomenology of composite ADM is rich. SM
protons can interact with dark baryons charged under
U(1)D through a dark photon portal. When the compos-
ite ADM consists of such dark baryons, direct detection
experiments constrain the ADM-nucleon scattering cross
section [52]. Meanwhile, we may consider the case that
the DM is composed of the dark baryons neutral under
U(1)D. This case can be realized when the neutral dark
baryons are lighter than the charged ones due to the dark
flavor violating corrections to the dark baryon masses,
such as the U(1)D interaction and the current dark quark
masses. The composite ADM can couple to nucleons even
for this case through the U(1)D violating mixing between
the neutral and charged dark baryons [128] and through
the magnetic moment under U(1)D [129].

Direct detection experiments using liquid xenon de-
tectors have explored the DM-nucleon scattering, such
as XENON [130], LUX [131], and PandaX [132]. The
XENONnT [133–135], LUX-ZEPLIN [136], and PandaX-
4T [137] are ongoing direct detection experimentsm and
have put the most stringent bound on the DM-nucleon
scattering cross section. However, the direct detec-
tion constraints using liquid xenon detectors get weaker
for DM masses below 10 GeV due to the experimen-
tal threshold for recoil energy. There have been sev-
eral attempts to explore the DM scattering o! nuclei
for the (sub-)GeV DM: in particular, for DM mass of
our interest in the range of 1–10 GeV. The direct de-
tection experiments using di!erent target materials can

put constraints on the scattering cross section for DM
mass below 10 GeV, such as CRESST [138] and Su-
perCDMS [139] using cryogenic calorimeters (with crys-
tal materials) and DarkSide [140, 141] using a liquid
argon detector. The DM-nucleon scattering has also
been explored by the use of analysis (known as an S2-
only analysis) [134, 140] or by the Migdal e!ect and
bremsstrahlung [142, 143].
Indirect probes such as neutrino detection from the an-

nihilation of gravitationally captured DM in compact ob-
jects may also provide important constraints. The cross
sections can be probed using solar neutrinos, depend-
ing on the asymmetric parameter [144]. In addition, the
IceCube-Gen2 upgrade [145] and the ORCA instrument
of KM3Net [146] will also be sensitive to neutrino detec-
tion above ↑ 1 → 3 GeV. Moreover, neutron stars and
white dwarfs can give useful constraints if the annihila-
tion cross section is large enough [147–149]. These results
are complementary to our constraints and will provide
crucial tests of the composite ADM model with a dark
photon portal.
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Appendix A: Dark Baryon Decay Rates

Dark baryons decay into dark mesons and antineutrino
through portal interactions given in Eqs. (3) and (9). The
dark mesons decay into dark photons only through a chi-
ral anomaly in the dark sector, and hence, most dark
baryons decay into the darkly-charged mesons that do
not decay into dark photons and leave only the antineu-
trino signals. The branching ratios into the dark-neutral
mesons leading to the cosmic-ray signals are significant
for our purpose.
First, the decay matrix elements can be computed by

the Clebsch-Gordan coe”cients (CGCs) and a represen-
tative element. The labels of states |j,m↓, and decay

operators O
(J)
M denote the flavor index. The decay am-

plitudes are represented as

↔j,m|O
(J)
M |j→,m→

↓ = ↔j→,m→; J,M |j,m↓↔j|O(J)
|j→↓ . (A1)

Hyper-K
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FIG. 4. All-sky e± fluxes for the two-body vector-like decay
case with mDM = 10 GeV and 2mA/m⇡ = 0.4. We use ⌧DM =
1026 s for the demonstration. Four propagation scenarios are
shown: PD, DC, DRE, and DRC (see Table III). The red lines
show the predicted spectra without solar modulation, while
the green lines show the predicted spectra at Earth (with
modulation).

FIG. 5. Di↵use �-ray background flux from ADM decay is
constrained by observed data from various detectors, viz.,
Fermi-LAT [73], EGRET[74, 75], COMPTEL [76] and SMM
[77]. The inverse-Compton emission corresponds to the DRC
propagation model (see text). The prompt �-ray spectrum
is that due to the line of sight averaged emission within the
Galaxy. Here, the observed data limits the total flux, which
corresponds to DM decay lifetime ⌧DM = 1025 s at 95% C.L.

CR species to AMS-02 [69, 70] and Voyager data [71, 72].
Four propagation scenarios are considered as in Ref.[106],
namely, pure di↵usion (PD), di↵usion with convection
(DC), di↵usion with reacceleration (DRE), and di↵usion
with reacceleration and convection (DRC).

Table III presents the best-fit propagation parameters
for each scenario described in Ref. [106]. The spatial
di↵usion coe�cient Dxx / �⌘⇢�, where � = v/c and ⇢
denotes the rigidity. Dxx is modeled by a broken power-

law function of ⇢ and is normalized by D0,xx at ⇢ = 4
GV. For ⇢ < ⇢break, � = �1, and for ⇢ > ⇢break, � = �2. vA
represents the Alfvén velocity that governs reacceleration
and determines Dpp [100]. dV/dz denotes the gradient of
the convection velocity along the Galactic plane. � is
the solar modulation potential in force-field approxima-
tion [107].

TABLE III. CR propagation parameters taken from
Ref. [106].

PD DC DRE DRC
D0,xx

[1028 cm2 s�1]
4.5767 3.6183 4.7776 4.4452

�1 0.4047 0.4448 0.4052 0.4163
�2 0.1928 0.1975 0.2315 0.2404

⇢break [GV] 290.67 283.29 308.04 308.04
⌘ 0.0004 0.8196 0.3851 0.4373

vA [km s�1] ... ... 26.727 32.187
dV/dz

[kms�1kpc�1]
... 10.022 ... 6.3482

� [MV] 368 375 612 622

We follow Ref. [108] and modify the gen DM source.cc
routine provided by GALPROP to include the e± spec-
tra resulting from the decay of composite ADM. This
routine enables the user to define additional source terms
q(~r, p) arising from various dark matter spatial distribu-
tions and injection spectra. Previous applications of this
routine include studies of inverse Compton emission from
millisecond pulsars in the Galactic center [108, 109], as
well as dark matter annihilation in M31 [110].
We propagate e± fluxes using the parameters in Ta-

ble III and compare the predicted fluxes at Earth with
AMS-02 [69, 70] and Voyager data [71, 72]. It is notewor-
thy that the propagation models derived in Ref. [106] do
not explicitly fit the local CR e± data. Nonetheless, they
provide reasonable estimates for the propagation of e± in
various scenarios. Fig. 4 shows the e± spectra from ADM
for four propagation scenarios. We present the case cor-
responding to two-body decay in the vector-like model
with mDM = 10 GeV and ✏ = 0.4, assuming a fiducial
value of ⌧DM = 1026 s. The red lines represent the pre-
dicted spectra outside of the solar hemisphere (without
solar modulation), while the green lines show the pre-
dicted spectra at Earth (with solar modulation). We also
present the AMS-02 (blue for e+ and orange for e�) and
Voyager e± (black) data.
Additionally, we calculate the corresponding inverse-

Compton emission by e± arising from ADM decay, uti-
lizing the standard 2D interstellar radiation field in
GALPROP. We use the all-sky average flux of inverse-
Compton emission to put constraints on composite ADM
lifetime. Fig. 5 shows the propagated �-ray spectrum
for mDM = 10 GeV and ✏ = 0.4 for the vector-like
model. The total flux (black line) arises from the
Galactic �-ray component (blue dashed line), originating
from the prompt DM decay �-ray flux and the inverse-
Compton scattering of the interstellar radiation field by

no 
data

Solar 
modulation

Voyager
- out of heliosphere

- no Solar modulation
reacceleration- data points below 0.1 GeV

Reacceleration
- interaction with Galactic plasma (MHD)
- its existence and role is uncertain

- both with and without reacceleration, 
one can explain AMS02 and Voyager 
data

Silver and Orlando, arXiv:2401.06242

Das, AK, Kuwahara, Murase and Song, arXiv: 2412.15641
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FIG. 4. All-sky e± fluxes for the two-body vector-like decay
case with mDM = 10 GeV and 2mA/m⇡ = 0.4. We use ⌧DM =
1026 s for the demonstration. Four propagation scenarios are
shown: PD, DC, DRE, and DRC (see Table III). The red lines
show the predicted spectra without solar modulation, while
the green lines show the predicted spectra at Earth (with
modulation).

FIG. 5. Di↵use �-ray background flux from ADM decay is
constrained by observed data from various detectors, viz.,
Fermi-LAT [73], EGRET[74, 75], COMPTEL [76] and SMM
[77]. The inverse-Compton emission corresponds to the DRC
propagation model (see text). The prompt �-ray spectrum
is that due to the line of sight averaged emission within the
Galaxy. Here, the observed data limits the total flux, which
corresponds to DM decay lifetime ⌧DM = 1025 s at 95% C.L.

CR species to AMS-02 [69, 70] and Voyager data [71, 72].
Four propagation scenarios are considered as in Ref.[106],
namely, pure di↵usion (PD), di↵usion with convection
(DC), di↵usion with reacceleration (DRE), and di↵usion
with reacceleration and convection (DRC).

Table III presents the best-fit propagation parameters
for each scenario described in Ref. [106]. The spatial
di↵usion coe�cient Dxx / �⌘⇢�, where � = v/c and ⇢
denotes the rigidity. Dxx is modeled by a broken power-

law function of ⇢ and is normalized by D0,xx at ⇢ = 4
GV. For ⇢ < ⇢break, � = �1, and for ⇢ > ⇢break, � = �2. vA
represents the Alfvén velocity that governs reacceleration
and determines Dpp [100]. dV/dz denotes the gradient of
the convection velocity along the Galactic plane. � is
the solar modulation potential in force-field approxima-
tion [107].

TABLE III. CR propagation parameters taken from
Ref. [106].

PD DC DRE DRC
D0,xx

[1028 cm2 s�1]
4.5767 3.6183 4.7776 4.4452

�1 0.4047 0.4448 0.4052 0.4163
�2 0.1928 0.1975 0.2315 0.2404

⇢break [GV] 290.67 283.29 308.04 308.04
⌘ 0.0004 0.8196 0.3851 0.4373

vA [km s�1] ... ... 26.727 32.187
dV/dz

[kms�1kpc�1]
... 10.022 ... 6.3482

� [MV] 368 375 612 622

We follow Ref. [108] and modify the gen DM source.cc
routine provided by GALPROP to include the e± spec-
tra resulting from the decay of composite ADM. This
routine enables the user to define additional source terms
q(~r, p) arising from various dark matter spatial distribu-
tions and injection spectra. Previous applications of this
routine include studies of inverse Compton emission from
millisecond pulsars in the Galactic center [108, 109], as
well as dark matter annihilation in M31 [110].
We propagate e± fluxes using the parameters in Ta-

ble III and compare the predicted fluxes at Earth with
AMS-02 [69, 70] and Voyager data [71, 72]. It is notewor-
thy that the propagation models derived in Ref. [106] do
not explicitly fit the local CR e± data. Nonetheless, they
provide reasonable estimates for the propagation of e± in
various scenarios. Fig. 4 shows the e± spectra from ADM
for four propagation scenarios. We present the case cor-
responding to two-body decay in the vector-like model
with mDM = 10 GeV and ✏ = 0.4, assuming a fiducial
value of ⌧DM = 1026 s. The red lines represent the pre-
dicted spectra outside of the solar hemisphere (without
solar modulation), while the green lines show the pre-
dicted spectra at Earth (with solar modulation). We also
present the AMS-02 (blue for e+ and orange for e�) and
Voyager e± (black) data.
Additionally, we calculate the corresponding inverse-

Compton emission by e± arising from ADM decay, uti-
lizing the standard 2D interstellar radiation field in
GALPROP. We use the all-sky average flux of inverse-
Compton emission to put constraints on composite ADM
lifetime. Fig. 5 shows the propagated �-ray spectrum
for mDM = 10 GeV and ✏ = 0.4 for the vector-like
model. The total flux (black line) arises from the
Galactic �-ray component (blue dashed line), originating
from the prompt DM decay �-ray flux and the inverse-
Compton scattering of the interstellar radiation field by

- PD: pure diffusion - DC: diffusion with convection
- DRE: diffusion with reacceleration - DRC: diffusion with reacceleration and convection
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FIG. 6. 95% C.L. limits on the ADM lifetime for all the modes considered in this work, including chiral models. The constraints
on e+ and e� are obtained from applying solar modulation to the propagated flux and comparing it to the AMS-02 data. The
constraints for e+ and e� are obtained by comparing the combined unmodulated flux with the Voyager-1 measurements.

high-energy e±s (green dashed-dotted line) for the DRC
model. We find that the primary �-ray spectrum from
ADM decay is subdominant in constraining the ADM
decay, although it occasionally dominates at the high-
energy end of the total �-ray flux for higher mDM values
considered in this study.

C. Constraints by e±s and � rays

We consider e± observations from AMS-02 [69, 70]
and Voyager [71, 72]. Fermi-LAT measures the di↵use
isotropic �-ray background (IGRB) between 100 MeV
and 820 GeV [73]. We also use soft �-ray data from
EGRET [74, 75], COMPTEL [76], and SMM [77] to con-
strain the ADM decay lifetime at lower masses. The
lower limits on the ADM decay lifetime ⌧DM are eval-
uated by the condition that the expected astrophysical
flux in any energy bin i satisfies Ji 6 Mi+n⇥⌃i, where

Mi is the observed astrophysical flux and ⌃i is the error
in the i-th energy bin [111]. The values n = 1.28, 1.64,
and 4.3 correspond to 90%, 95%, and 99.9999% confi-
dence level (C.L.) lower limits, respectively.
Fig. 6 shows the 95% C.L. constraints on ⌧DM from e±,

obtained individually and separately using the AMS-02
and Voyager data, respectively. For models without reac-
celeration, the predicted ADM e± spectra for mDM . 2.4
GeV, after accounting for solar modulation, remain below
the threshold of the lowest energy data point observed
by AMS-02. Consequently, limits for mDM . 2.4 GeV
cannot be provided by AMS-02 observations when reac-
celeration is not considered6. This is indicated by the

6
We note that the lower limit on mDM that can be probed by

AMS-02 data also depends on the assumed solar modulation po-

tential. The lower limit will increase for a larger potential as the

maximum e± energy after solar modulation decreases, and vice

versa.

no 
constraint

- without reacceleration, DM signal falls in the data gap, for mDM < 2 GeV

w/o 
reacceleration

Electron/positron
Das, AK, Kuwahara, Murase 
and Song, arXiv: 2412.15641
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FIG. 7. 95% C.L. limits on the ADM decay lifetime for all
the decay modes considered in this work for � rays.

sharp drop in Fig. 6. However, for the models with reac-
celeration, limits can be obtained over the entire mass
range considered. We find that the most stringent lim-
its are obtained from the positron flux for the two-body
decay mode in the vector-like model, with ✏ = 0.4, corre-
sponding to approximately 3⇥ 1027 s at mDM = 1 GeV.
The constraints obtained for the chiral models are weaker
than the others.

Voyager measures the cosmic-ray spectrum outside of
the solar hemisphere in the local interstellar medium and
hence is una↵ected by solar modulation [71, 72]. We use
the combined e+/e� spectrum data observed by Voyager
to constrain the ADM decay lifetime. This is shown for
two- and three-body decay modes and for both vector and
chiral models in Fig. 6. Additionally, we present the con-
straints for various propagation models considered. The
models without reacceleration (PD and DC) lead to more
stringent limits at higher energies. At approximately
10 GeV, the limits obtained range between 3 ⇥ 1022 s
for the DRC model to 2 ⇥ 1023 s for the PD model. At
around 1 GeV, the constraints obtained from the DC and
DRE models coincide and correspond to approximately
3⇥1024 s, while for various propagation models, the lim-
its range between 2� 5⇥ 1024 s.

Fig. 7 presents our constraints for various propagation
and ADM decay models using �-ray measurements. At
lower energies, the DRC model (which considers reaccel-
eration) provides the most stringent constraint, ⌧DM &
1.5⇥ 1025 s at mDM = 1 GeV. The constraints obtained
for the PD and DC models are less restrictive, which are
as low as & 7 ⇥ 1023 s at mDM = 1 GeV for the PD
propagation model. At mDM = 10 GeV, the limits range
between ⌧DM & 3 ⇥ 1024 s and 1.2 ⇥ 1025 s. Thus, the
constraints obtained from � rays are comparable to those
derived from e�s using AMS-02 data. The limits for a
given propagation model are weaker for the two-body de-
cay of chiral composite ADM than the other cases.

D. Neutrino constraints

Neutrinos are weakly interacting particles and are un-
deflected by cosmic magnetic fields. They can reach
Earth from su�ciently high redshifts. The neutrino spec-
trum from ADM decay is monoenergetic, as explained in
Sec. III. We show the all-flavor (⌫e, ⌫µ, ⌫⌧ ) neutrino flux,
for mDM = 10 GeV, in the left panel of Fig. 8. The
Galactic component exhibits a sharp peak, while the ex-
tragalactic component is smoothed out due to the inte-
gration over redshifts (cf. Eq. 33). We consider adiabatic
energy losses due to the cosmic expansion. We use the
best-fit parameter values from NuFIT 2022 [112] to ac-
count for neutrino flavor mixing.

Super-K is a water Cherenkov detector, which has sen-
sitivities to not only MeV neutrinos but also neutrinos
with E⌫ > 100 MeV or higher [78]. Neutrino events in
Super-K can be classified into fully contained (FC), par-
tially contained (PC), and upward-going muon (UPMU)
events. The FC and PC events have a reconstructed
neutrino interaction vertex inside the fiducial volume of
the inner detector, which is optically separated from the
outer detector. They are distinguished by the number
of triggered photomultiplier tubes in the outer detector.
The typical neutrino energy for FC (PC) events is be-
tween 0.1 and 10 GeV (1 and 100 GeV), and the detector
is sensitive to ⌫e, ⌫µ, ⌫e, ⌫µ. We use the e↵ective areas
from the analysis presented in Ref. [113] and the associ-
ated data release for di↵erent samples (FC or PC) and
flavors. Since we are primarily interested in neutrinos at
multi-GeV energies or lower, we do not include UPMU
events.

As an approximation, we average the e↵ective area

A(s,f)
e↵ (E⌫ ,⌦) for a given sample s and flavor f over the

source direction. We focus on ⌫e and ⌫µ and their an-
tineutrinos in the analysis. The event rates in Hyper-
K [79] can be predicted by scaling the e↵ective area of
Super-K by the ratio of fiducial mass employed, which is
⇡ 8.3 (187 kton for Hyper-K and 22.5 kton for Super-K).

The neutrino flux from ADM decay is equally dis-
tributed between electron and muon flavors. However,
neutrino oscillation for the extragalactic component gen-
erates ⌫⌧ and is rejected in our analysis to find limits
on ⌧DM. The left panel of Fig. 8 shows the all-direction
averaged atmospheric neutrino flux model calculated in
Super-K for each flavor [114] along with the expected
neutrino flux from ADM decay for mDM = 10 GeV and a
fiducial value of lifetime ⌧DM = 1025 s. The right panel in
Fig. 8 shows the expected number of background events
and signal events from ADM decay at the Super-K site,
corresponding to an observation time of SK-I to SK-V
phase and the same fiducial value of ⌧DM = 1025 s.

The atmospheric neutrinos present the background
contamination at these energies. The probability of ob-
serving the number of events, Nobs, follows the Poisson
distribution, where the sum of background and ADM
contributions gives the mean. For an expectation value
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- diffuse background

Gamma ray

- DM signal is dominated by 
secondary gamma from inverse-
Compton scattering

- energetic gamma ray is more 
severely constrained

- yield depends on high-energy 
electron/positron and thus if 
reacceleration exists
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FIG. 4. All-sky e± fluxes for the two-body vector-like decay
case with mDM = 10 GeV and 2mA/mω = 0.4. We use ωDM =
1026 s for the demonstration. Four propagation scenarios are
shown: PD, DC, DRE, and DRC (see Table III). The red lines
show the predicted spectra without solar modulation, while
the green lines show the predicted spectra at Earth (with
modulation). The flux measurements from AMS-02 [69, 70]
and Voyager-1 [71, 72] are shown.

the cosmological line element, and ωDM = !DMωc. We
take !DMh2 = 0.113 and ωch→2 = 1.05→10→5 GeV cm→3,
where h = 0.673 is the dimensionless Hubble constant
[100]. The factor F (z) is the redshift evolution of the
source population for extragalactic DM, which is as-
sumed to be unity for the decaying ADM.

B. Cosmic-ray propagation

Cosmic-ray (CR) e± di”use and lose energies in the
interstellar medium before reaching Earth. The e±s pro-
duced from ADM decay constitute an additional CR e±

source within the Milky Way. We utilize the publicly
available code GALPROP v57 [101–103] to solve the
CR propagation equation:

εϑ

εt
= q(ϖr, p)+ϖ↑ ·

(
Dxx

ϖ↑ϑ ↓ ϖV ϑ
)
+

ε

εp
p2Dpp

ε

εp

ϑ

p2

↓
ε

εp

[
ṗϑ ↓

p

3
(ϖ↑ · ϖV )ϑ

]
, (35)

where q(ϖr, p) is the CR source distribution at position ϖr,
Dxx is the spatial di”usion coe#cient and Dpp ↔ Dxx is

the momentum di”usion coe#cient. ϖV is the convection
velocity of the Galactic wind.

Previous studies have attempted to model the propa-
gation of CRs in the Milky Way using local CR measure-
ments [104–107]. In this study, we adopt the propaga-
tion models presented in Ref.[107], which fit a range of
CR species to AMS-02 [69, 70] and Voyager data [71, 72].
Four propagation scenarios are considered as in Ref.[107],
namely, pure di”usion (PD), di”usion with convection

FIG. 5. Di!use ε-ray background flux from ADM decay is
constrained by observed data from various detectors, viz.,
Fermi-LAT [73], EGRET [74, 75], COMPTEL [76] and SMM
[77]. The inverse-Compton emission corresponds to the PD
propagation model (see text). The prompt ε-ray spectrum
is that due to the line of sight averaged emission within the
Galaxy. Here, the observed data limits the total flux, which
corresponds to DM decay lifetime ωDM = 1025 s at 95% C.L.

(DC), di”usion with reacceleration (DRE), and di”usion
with reacceleration and convection (DRC).
Table III presents the best-fit propagation parameters

for each scenario described in Ref. [107]. The spatial
di”usion coe#cient Dxx ↔ ϱωωε, where ϱ = v/c and ω
denotes the rigidity. Dxx is modeled by a broken power-
law function of ω and is normalized by D0,xx at ω = 4
GV. For ω < ωbreak, ς = ς1, and for ω > ωbreak, ς = ς2. vA
represents the Alfvén velocity that governs reacceleration
and determines Dpp [101]. dV/dz denotes the gradient of
the convection velocity along the Galactic plane. $ is
the solar modulation potential in force-field approxima-
tion [108].

TABLE III. CR propagation parameters taken from
Ref. [107].

PD DC DRE DRC
D0,xx

[1028 cm2 s→1]
4.5767 3.6183 4.7776 4.4452

ϑ1 0.4047 0.4448 0.4052 0.4163
ϑ2 0.1928 0.1975 0.2315 0.2404

ϖbreak [GV] 290.67 283.29 308.04 308.04
ϱ 0.0004 0.8196 0.3851 0.4373

vA [km s→1] ... ... 26.727 32.187
dV/dz

[kms→1kpc→1]
... 10.022 ... 6.3482

” [MV] 368 375 612 622

We follow Ref. [109] and modify the gen DM source.cc
routine provided by GALPROP to include the e± spec-
tra resulting from the decay of composite ADM. This
routine enables the user to define additional source terms
q(ϖr, p) arising from various dark matter spatial distribu-
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C. Constraints by e±s and ω rays

We consider e± observations from AMS-02 [69, 70]
and Voyager [71, 72]. Fermi-LAT measures the di!use
isotropic ω-ray background (IGRB) between 100 MeV
and 820 GeV [73]. We also use soft ω-ray data from
EGRET [74, 75], COMPTEL [76], and SMM [77] to con-
strain the ADM decay lifetime at lower masses. The
lower limits on the ADM decay lifetime εDM are eval-
uated by the condition that the expected astrophysical
flux in any energy bin i satisfies Ji ↭ Mi+n→”i, where
Mi is the observed astrophysical flux and ”i is the error
in the i-th energy bin [112]. The values n = 1.28, 1.64,
and 4.3 correspond to 90%, 95%, and 99.9999% confi-
dence level (C.L.) lower limits, respectively.

Fig. 6 shows the 95% C.L. constraints on εDM from e±,
obtained individually and separately using the AMS-02
and Voyager data, respectively. For models without reac-
celeration, the predicted ADM e± spectra for mDM ↫ 2.4
GeV, after accounting for solar modulation, remain be-
low the threshold of the lowest energy data point ob-
served by AMS-02. Consequently, limits for mDM ↫ 2.4
GeV cannot be provided by AMS-02 observations when
reacceleration is not considered7. This is indicated by
the sharp drop in Fig. 6. However, for the models with
reacceleration, limits can be obtained over the entire
mass range considered. We find that the most stringent
limits are obtained from the positron flux for the two-
body decay of the dark meson in the vector-like model,
with 2mA→/mω→ = 0.4, corresponding to approximately
3 → 1027 s at mDM = 1 GeV. The constraints obtained
for the chiral models are weaker than the others.

Voyager measures the cosmic-ray spectrum outside of
the solar hemisphere in the local interstellar medium and
hence is una!ected by solar modulation [71, 72]. We use
the combined e+/e→ spectrum data observed by Voyager
to constrain the ADM decay lifetime. This is shown for
two- and three-body decay of the dark meson and for
both vector and chiral models in Fig. 6. Additionally,
we present the constraints for various propagation mod-
els considered. The models without reacceleration (PD
and DC) lead to more stringent limits at higher energies.
At approximately 10 GeV, the limits obtained range be-
tween 3→ 1022 s for the DRC model to 2→ 1023 s for the
PD model. At around 1 GeV, the constraints obtained
from the DC and DRE models coincide and correspond
to approximately 3→1024 s, while for various propagation
models, the limits range between 2-5→ 1024 s.

Fig. 7 presents our constraints for various propagation
and ADM decay models using ω-ray measurements. At
lower energies, the DRC model (which considers reaccel-

7
We note that the lower limit on mDM that can be probed by

AMS-02 data also depends on the assumed solar modulation po-

tential. The lower limit will increase for a larger potential as the

maximum e± energy after solar modulation decreases, and vice

versa.

FIG. 7. 95% C.L. limits on the ADM decay lifetime for all
the decay modes considered in this work for ω rays.

eration) provides the most stringent constraint, εDM ↬
1.5→ 1025 s at mDM = 1 GeV. The constraints obtained
for the PD and DC models are less restrictive, which are
as low as ↬ 7 → 1023 s at mDM = 1 GeV for the PD
propagation model. At mDM = 10 GeV, the limits range
between εDM ↬ 3 → 1024 s and 1.2 → 1025 s. Thus, the
constraints obtained from ω rays are comparable to those
derived from e→s using AMS-02 data. The limits for a
given propagation model are weaker for the two-body de-
cay of the dark meson in chiral composite ADM than the
other cases.

D. Neutrino constraints

Neutrinos are weakly interacting particles and are un-
deflected by cosmic magnetic fields. They can reach
Earth from su#ciently high redshifts. The neutrino spec-
trum from ADM decay is monoenergetic, as explained in
Section III. The prompt spectrum from dark meson de-
cay is equally distributed among ϑe ϑµ, and ϑε . However,
the cross section of ϑε events in the currently operating
water Cherenkov detectors, like Super-K [78], is diminu-
tive [113]. Hence, for our analysis, we consider only ϑe
and ϑµ events at Earth and compare them with the atmo-
spheric background model of these flavors derived from
observations by the Super-K detector [114].
Super-K has sensitivities to not only MeV neutrinos

but also neutrinos with Eϑ > 100 MeV or higher [78].
Neutrino events in Super-K can be classified into fully
contained (FC), partially contained (PC), and upward-
going muon (UPMU) events. The FC and PC events
have a reconstructed neutrino interaction vertex inside
the fiducial volume of the inner detector, which is opti-
cally separated from the outer detector. They are distin-
guished by the number of triggered photomultiplier tubes
in the outer detector. The typical neutrino energy for FC
(PC) events is between 0.1 and 10 GeV (1 and 100 GeV),
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Summary
Asymmetric DM

- interesting alternative to WIMP DM

- motivated by the coincidence of DM : baryons

- various experimental and cosmological signatures 

- simplify the problem by dark asymmetry

- full solution? a clue from mirror matter 

- monochromatic anti-neutrino 
as a smoking-gun signal

- electromagnetic energy injection　
provides more stringent constraints

Composite asymmetric dark matter with a dark photon portal: Multimessenger tests
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Composite asymmetric dark matter (ADM) is the framework that naturally explains the coincidence
of the baryon density and the dark matter density of the Universe. Through a portal interaction
sharing particle-antiparticle asymmetries in the Standard Model and dark sectors, dark matter
particles, which are dark-sector counterparts of baryons, can decay into antineutrinos and dark-
sector counterparts of mesons (dark mesons) or dark photon. Subsequent cascade decay of the dark
mesons and the dark photon can also provide electromagnetic fluxes at late times of the Universe.
We derive constraints on the lifetime of dark matter decay in the composite ADM scenario from the
astrophysical observations of the e+, e→, and ω-ray fluxes. The constraints from cosmic-ray positron
measurements by AMS-02 are the most stringent at ↭ 2 GeV: a lifetime should be larger than the
order of 1026 s, corresponding to the cuto! scale of the portal interaction of about 108–109 GeV. We
also show the importance of neutrino observations with Super-Kamiokande and Hyper-Kamiokande,
which give conservative bounds.

I. INTRODUCTION

The existence of dark matter (DM) has been firmly
established by astrophysical and cosmological observa-
tions. The particle nature of dark matter is still an
open question. The DM mass density has been estab-
lished to be about five times as large as the baryon mass
density (!DM → 5!b). The weakly interacting massive
particles (WIMPs) have been put forward as the most
promising candidate in connection with the origin of elec-
troweak symmetry breaking. The DM mass density is
naturally explained by the thermal freeze-out mechanism
in WIMP models. Up to today, direct and indirect de-
tection bounds have greatly constrained the WIMP hy-
pothesis.

Asymmetric DM (ADM) is an alternative framework
to the WIMP framework, where the DM abundance to-
day is provided by the particle-antiparticle asymmetry
of DM particles as with the baryon asymmetry of the
Universe (see Refs. [1–12] for early work, and see also
Refs. [13–15] for reviews). Once the number asymme-
tries of DM and baryons are somehow related to each
other during thermal history, their number densities can
be close to each other in the current Universe. As a re-
sult, the ADM mass is predicted to be in the range of
1–10 GeV. The symmetric component of the DM abun-
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FIG. 1. Our summary plot of multimessenger constraints on
the lifetime of the composite ADM, assuming the two-body
decay (2mA→/mω→ = 0.4) of the dark meson and the vector-like
model. Also overlaid are the cosmic microwave background
(CMB) constraints obtained in Ref. [16], where a factor of
0.1 is multiplied since only → 10% of DM energy goes into
e+/e→. The shaded region shows the region disfavored by
each multimessenger component. See text for details.

dance should be su”ciently depleted in the current Uni-
verse, and hence, DM indirect detection is more challeng-
ing due to the suppression of DM particle-antiparticle
annihilation in the ADM framework.

Compositeness naturally provides key ingredients for
the ADM framework when the dark sector where DM re-
sides possesses a confining gauge dynamics as with the
quantum chromodynamics (QCD) in the Standard Model
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Why dark strong dynamics?
- dark baryon number

- accidental conservation like baryon number

- conserved at low energy but violated at high energy

- if not violated at high energy, no generation of baryon asymmetry
- if not conserved at low energy, baryon decays very quickly

- dark mesons

- dark baryons efficiently annihilate into dark mesons p′ p̄′ → π′ π′ …

Why dark electrodynamics?
- fate of pions?

- massive dark photon

- dark mesons annihilate or decay into dark photons π′ +π′ − → γ′ γ′ π′ 0 → γ′ γ′ 

- eventually decay into SM particles γ′ → e+e−

- massless leads to too much dark radiation

Mirror-inspired model

D = B’



23

Generation and transfer of asymmetry

1
M3

*
u′ d′ d′ LH

Scalar down quark       w/ massH′ C

SU(3)D U(1)D

3 −1/3 −2/3

H′ †
Cu′ d′ H′ Cd′ N

MH′ C

→
1

M2
H′ C

u′ d′ d′ N

→
yN

M2
HC

MR
u′ d′ d′ LH

N

yNLHN

Right-handed neutrinos     w/ soft breaking mass 
- thermal leptogenesis →            asymmetry

- see-saw mechanism → active neutrino mass

N MR

- generation of the portal operator 

B − L T ∼ MR > 109 GeV

→
N y2

N

MR
LHLH

U(1)B−L+B′ 

U(1)B−L+B′ → (−1)3(B−L+B′ )

MHC
∼ MR✴  decoupling after leptogenesis

❌ H′ †
Cd′ NH′ Cu′ d′ 

→

U(1)B−L+B′ 

H′ C H′ C

y2
N ∼ 10−5 ( mν

0.1 eV ) ( MR

109 GeV )
yNLHN

Fukugita and Yanagida, PLB, 1986
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τ ≳ 1025 sec →       M* > 108.8 GeV

6

FIG. 4: Left panel: time scales associated with the di↵erent propagation processes of model A. Right panel: the same for
model B.
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- dark anti-neutron decay into anti-neutrino
n̄′ → π′ 0 + ν̄

- cascade decay of π′ 0 → 2γ′ → 2e+2e−

- Voyager data is crucial for sub-GeV 
electron+positron (modulation free)

- though re-analysis is needed, conservatively

Signatures

- MeV gamma-ray data is also important 
(final state radiation)

Boudaud, Lavalle, 
and Salati, PRL, 2017
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FIG. 12. Left: Photon spectra versus x = 2E�/mDM for DM decay to e+e�⌫, emitting final

state radiation. The lines represent the galactic (solid) and extragalactic (dashed) spectra. Right:

Bounds on the DM decay lifetime for this process. Regions as in Fig. 2.

those with monochromatic photons.

D. Three-Body Decays with FSR

Next we examine three-body DM decays, where the DM decays to a pair of charged particles

plus a neutral particle. Our formula was specifically derived for the case of Weak decays of

a sterile neutrino, ⌫s ! ⌫e
+
e

� (as we discussed in Sec. III B), though only minor changes

result for a more generic decay �1 ! �2e
+
e

�.

The di↵erential width of a fermionic DM decaying to e
+
e

�
⌫ via weak processes and

including FSR is,
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Here we neglect both the neutrino and the electron masses and “...” stands for higher-order

terms in ⌫e. For the case of a decay process mediated by a heavy neutral scalar particle, the

above remains the same with the omission of the last term.

The spectrum for the above is plotted on the left of Fig. 12 where, as before, the galactic

(solid lines) and redshifted extragalactic (dashed lines) contributions are shown. The con-

23

Essig, Kuflik, 
Mcdermott, Volansky 
and Zurek, JHEP, 2013

Transfer mechanism
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Massive dark photon 

ϵejμ
e A′ μ

Ibe, AK, Kobayashi, and Nakano, JHEP, 2018Cosmological bounds
- coupling to electron + positron 
but not neutrinos

- decay after that changes 
temperature ratios between photon 
and neutrinos

- neutrinos decouple from 
electron + positron  T ∼ 2 MeV

- should decay before neutrino 
decoupling

- lower bound on 
ΓA′ →SM ∝ ϵ2mA′ 

ϵ

- thermal abundance should be negligible around decoupling

- lower bound on mA′ 

- negative ΔNeff
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- dark proton - proton scattering 
through dark photon

Direct detection

ϵejμ
e A′ μ

Ibe, AK, Kobayashi, and Nakano, JHEP, 2018

- already largely explored 

σ ∝ ϵ2αα′ 

- dark proton makes up a 
sizable portion of present DM

- dark proton : dark neutron = 1 : 1 (fig)

π′ +π′ − → γ′ γ′ α′ > 10−4α
mπ′ 

100 MeV for 

- DM mass is around 10 GeV
-

- dark neutron is darkly neutral

mb′ = 8.5 GeV/Ng′ 

-             (fig) →Ng′ = 1

- large enough dark fine structure constant
-             (fig)α′ = α

Ng′ = 8

Massive dark photon 

- low recoil energy
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FIG. 5. The 90% confidence level upper limits (black lines with gray shading above) on DM-matter scattering for the models
discussed in the text, with the dark matter mass m� on the horizontal axes. We show other results from XENON1T in blue [5, 6],
LUX in orange [39–42], PandaX-II in magenta [31, 43, 44], DarkSide-50 in green [36, 45, 46], XENON100 in turquoise [14, 47],
EDELWEISS-III [48] in maroon, and other constraints [32, 49–51] in purple. Dotted lines in panels A-C show our limits when
assuming the Qy from NEST v2.0.1 [53] cut o↵ below 0.3 keV. The dashed line in panel D shows the limit without considering
signals with < 12 produced electrons; the solid line can be compared to the constraints from [32, 36] shown in the same panel, the
dashed line to our results on other DM models, which use the Qy cuto↵s described in the text. The limits jump at 17.5GeV/c2

in panel A (and similarly elsewhere) because the observed count changes from 10 to 3 events in the ROIs left and right of the
jump, respectively.

results [32, 35, 36] did not use a Qy cuto↵, we derive
constraints with and without signals below 12 produced
electrons (equivalent to our Qy cuto↵) to ease comparison.

Third, bosonic DM candidates, such as dark photons
and axion-like particles (ALPs), can be absorbed by xenon
atoms, analogous to photons in the photoelectric e↵ect.
The result is a monoenergetic ER signal at E� = m�c2,

with rates of


4 ⇥ 1023 keV · 2/E�

1.3 ⇥ 1019 keV�1 · gae
2E�

�
�pe

A
kg�1day�1,

where the top row corresponds to dark photons [37] and
the bottom to ALPs [38]. Here �pe is xenon’s photoelec-
tric cross-section at E� in barn, A xenon’s mean atomic
mass number,  the dark photon-photon kinetic mixing
parameter, and gae the axioelectric coupling constant.

σ ≲ 10−45

→ 10−39 cm2/g

XENON1T collaboration, 
PRL, 2019
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DarkSide

Low-mass direct detection

- Liquid Argon: 50 → 20k [kg]

- Japanese dark-matter 
community in Warsaw

- Masayuki Wada (AstroCeNT)
- Masato Kimura (AstroCeNT 
→ J-PARC; Muon g-2/EDM )
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FIG. 11. Projected (Top) 90% C.L. exclusion curves for
the spin-independent DM-nucleon scattering cross sec-
tion with 73 µBq/kg of 39Ar, compared to (solid) current
and (dashed) projected limits. (Bottom) 3� significance
evidence contours with a (dashed) 2 or (dotted) 4 e�

threshold and (thick) 7.3 or (thin) 73 µBq/kg of 39Ar.
Binomial quenching fluctuations and 1 t yr exposures are
assumed. The neutrino fog in LAr, with n denoting the
impediment to a 3� DM observation, is in gray [13].
Limits from CRESST-III [84], DarkSide-50 [20], and
XENON1T [16] are shown, along with DAMIC-1K [86],
NEWS-G, and SuperCDMS [87] projections.

thresholds. In 1 t yr, a 4 e� threshold can reach the
n = 1.5 neutrino fog above 1.7GeV/c2, with signifi-
cant sensitivity down to 0.5GeV/c2. A 2 e� thresh-
old extends the reach to 0.3GeV/c2, with masses
above 0.7GeV/c2 within the fog. Decreasing the
39Ar activity improves sensitivity at all masses.

TABLE VII. DM masses above which evidence (discov-
ery) contours are within the n = 1.5 solar neutrino fog
at 3� (5�) significance, up to ⇠10GeV/c2.

Ne� threshold 39Ar activity 3� 5�
[e�] [µBq/kg] [GeV/c2]
2 7.3 0.60 0.68
2 73 0.68 0.79
4 7.3 1.42 1.67
4 73 1.71 2.12

An observation rejecting the background-only hy-

pothesis at 3� significance would constitute evidence
for DM, while 5� amounts to a discovery. Table VII
summarizes the masses for which 3� and 5� signifi-
cance is reached within the n = 1.5 neutrino fog.

D. Electron-scattering dark matter

DarkSide-LowMass will be sensitive to DM with
electronic couplings, via a vector mediator with mass
mA0 . As in Ref. [14], limiting cases of mA0 � 1/a0
(heavy mediator) and mA0 ⌧ 1/a0 (light mediator)
are considered, giving DM form factors FDM(q) of
1 or 1/(a0q)2, where a0 is the Bohr radius and q is
the momentum transfer. Fig. 12 shows the projected
90% C.L. exclusion curves and 3� evidence contours
with 1 t yr exposure. Sensitivity to heavy (light)
mediators with cross sections down to 10�42 cm2

(10�38 cm2) may be reached at 100MeV/c2.

TABLE VIII. DM masses where DM produced by freeze-
in (mA0 ⌧ 1/a0) or freeze-out (mA0 � 1/a0) may be ob-
served at 3� (evidence) and 5� (discovery) significance.

Ne�
39Ar mA0 ⌧ 1/a0 mA0 � 1/a0

thresh. activity 3� 5� 3� 5�
[e�] [µBq/kg] [MeV/c2] [MeV/c2]
2 7.3 13–1000 15–1000 9–317 9–293
2 73 15–1000 16–1000 9–291 10–270
4 7.3 66–404 — 27–256 27–236
4 73 — — 28–230 29–192

DM coupled to electrons via a dark photon with
↵D ⌘ g2D/4⇡, where gD is the U(1)D gauge coupling,
can be produced at the relic abundance through the
freeze-in mechanism if mA0 ⌧ 1/a0 and the freeze-
out mechanism if mA0 � 1/a0 [90]. Fig. 12 shows
the DM-electron scattering cross section �̄e that
gives the relic abundance for DM of mass m� with
↵D = 0.5 and either mA0 ! 0 or mA0 = 3m� for light
and heavy mediators, respectively. Away from reso-
nances such as mA0 = 2m�, these curves vary little
with choice of mA0 and ↵D [90]. Table VIII summa-
rizes m� ranges for which DarkSide-LowMass may
be able to observe DM with �̄e predicted by either
mechanism with at least 3� or 5� significance.

E. Solar neutrino sensitivity

CE⌫NS from solar neutrinos presents an oppor-
tunity to study solar neutrinos through a flavor-
universal channel. This reaction was first detected
by COHERENT [102, 103], enabling such studies.
With a 2 e� (4 e�) threshold, an 39Ar activity of
14.6 µBq/kg (7.3 µBq/kg) is required to detect solar
neutrinos with 5� significance in 1 t yr.

DarkSide collaboration, arXiv:2207.11966

- new detector (DarkSide-
LowMass) is in R&D

- ADM is in this very mass 
range

“友がみな われよりえらく 見ゆる日よ 
花を買ひ来て 妻としたしむ” 石川啄木

Kazama-kun Wada-san
AK

Kimura-san
Aoyama-san

Sakurai-san
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Dark hadrons
Self-interacting DM

σ/m ∼
4π

m2
π′ mb′ 

≃ 0.3 cm2/g ( 100 MeV
mπ′ )

2

( 1 GeV
mb′ )

- dark matter density profile inside 
a halo turns from cuspy to cored

 M ∼ 1010 M⊙

Elbert et al., MNRAS, 2015

cuspy

cored- good for some galaxies but not 
for others

we show the best-fit curve of σl:o:s:. and the observational
data for Segue 1.
In Fig. 3, we show the 1σ estimation of hvi − hσvi=m

with the MLE for Segue 1 and Willman 1, which corre-
spond to two dimensional contours of −2Δ logðLtotÞ ¼ 2.3.
The large uncertainties of hvi stem from the indefiniteness
of the velocity anisotropy. The Segue 1 and Willman 1
place stringent upper limits. We also show the SIDM cross
section favored in the previous study for the dwarf irregular
galaxies [9], the low surface brightness galaxies [81] (blue),
and galaxy clusters [82] (green) (see Ref. [19] for details).
Some caveats are in order. First, the kinematical data of

UFDs are limited (Willman 1 contains 40 member stars and
Segue 1 contains 70 member stars). Therefore, the results
can be affected by uncertainties of the halo and stellar
model. For example, we obtain weaker upper limits on σ=m
by an Oð1Þ factor for both Segue 1 and Willman 1 for
the exponential profile. Besides, Willman 1 has irregular
spatial and velocity distributions. Although the irregular-
ities can be explained by Poisson fluctuations due to the
smallness of the sample [83,84], the results for the
Willman 1 should be taken with care.
We care the uncertainty from the velocity anisotropy

by taking a wide range of the anisotropy parameters. We
also find that σ=m has no significant correlation with the
anisotropy parameters. Hence, the uncertainty due to the
anisotropy profile is not significant. If we restrict
the velocity anisotropy so that hvi ¼ Oð10Þ km=s, the
allowed parameter region shrinks to around hvi ¼
Oð10Þ km=s while the range of σ=m is unchanged from
Fig. 3 for the corresponding hvi ¼ Oð10Þ km=s.

V. CONCLUSION

We investigated the SIDM by using the stellar kinematics
of the 23 UFDs with the phenomenological modeling of the
SIDM halo profile. We found all the UFDs are consistent
with collisionless CDM. In particular, Segue 1 andWillman
1 provide stringent constraints on the self-interacting cross

FIG. 2. The comparison of the best-fit curve σl:o:s:. and the
observational data for Segue 1. We also show the curves for CDM
and for σ=m ¼ 0.1 cm2=g, fixing the other parameters. The best-
fit parameters are obtained by the unbinned analysis using the
likelihood in Eq. (10). In the unbinned analysis, the simplified
model with σ=m ¼ 0.1 cm2=g is disfavored significantly.

FIG. 1. The interval estimates of σ=m for the 23 UFDs for tage ¼ 10 Gyr. The solid (dotted) segments show 1σð2σÞ intervals. The
blue (red) segments show the Bayesian (MLE) analysis. The values are subject to Oð1Þ uncertainties in the thermalized condition
(Eq. (7) and tage.

FIG. 3. The 1σ parameter estimation of hvi − hσvi=m based on
the MLE for Segue 1 and Willman 1 with the Plummer profile.
We also show the SIDM cross section which are favored by the
dwarf irregular galaxies (red), low surface brightness galaxies
(blue) and clusters (green). The values are subject to Oð1Þ
uncertainties in the thermalized condition (Eq. (7) and tage.

KOHEI HAYASHI et al. PHYS. REV. D 103, 023017 (2021)

023017-4

AK, Kim and Kuwahara, JHEP, 2020

Hayashi, Ibe, Kobayashi, 
Nakayama, and Shirai, PRD, 2021

- upper bound on        σ/m
→ lower bounds on       and mπ′ mb′ 

- keep in mind that the above 
estimate is conservative

- scattering length ~ effective range 
~ 1 / pion mass

- but scattering length ~ 10 times 
effective range for nucleons
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Intensity frontier
Fixed target experiment Berlin, Gori, Schuster, and Toro, PRD, 2018

- SeaQuest@Fermilab
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- place ECAL (di-electrons) 
in front of absorber wall 
(DarkQuest)

- proton on target             
(phase II; 2026+)

- anti-q pdf of nucleus through Drell-Yan production of di-muons 
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electron bremsstrahlung

θdet = 0.05- forward direction

- proton beam at iron target
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Lifetime frontier
LHC lifetime frontier

- FASER(2)

- MATHUSLA (CODEX-b)

Berlin and Kling, PRD, 2019
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FIG. 2. Schematic drawings of a timing layer at CMS (top-left), MATHUSLA (top-right), CODEX-b (bottom-left), and FASER
(bottom-right), along with their locations with respect to the LHC ring. The red shaded region indicates the decay volume for
each experiment.

roughly corresponds to the threshold for soft muon iden-
tification [42]. In order to be able to reconstruct the
tracks with su�cient precision, they must hit the outer
layers of the tracking system. We therefore require a ra-
dial displacement of the �2 decay vertex of r�2 < 30 cm.
Finally, we demand that the muon tracks are su�ciently
displaced and require a transverse impact parameter of
dµ > 1 mm. In summary, this search strategy for dis-
placed muon-jets at ATLAS and CMS requires

DMJ : pT,j > 120 GeV

pT,µ > 5 GeV

r�2 < 30 cm

dµ > 1 mm . (15)

When estimating the reach, we assume the expected
integrated luminosity of the high-luminosity (HL) LHC,
L = 3 ab�1, and that backgrounds can be reduced to a
negligible level as argued by the authors of Ref. [8].

2. Time-Delayed Tracks

An alternative search strategy using precision timing
has been proposed in Ref. [43]. If �2 decays after travers-
ing a macroscopic distance, its decay products will ar-
rive at the calorimeter delayed in time compared to SM

particles that are promptly produced at the interaction
point (IP). This time delay is due both to the reduced
speed of the massive iDM state, v�2 , and the increased
path length of the displaced decay, l�2 + l` (` is a lepton
from the decay of �2), compared to a SM track with
path length lSM. We can estimate the time delay as
�t = l�2/v�2 + l`/c� lSM/c, where for simplicity we have
assumed that the decay products move along straight
lines at the speed of light.

The CMS collaboration recently proposed the instal-
lation of a precision timing detector with a resolution
of ⇠ 30 picoseconds. This timing layer would be lo-
cated in front of the electromagnetic calorimeter (ECAL)
with a radial size of R = 1.17 m and extending up to
z = 3.04 m along the beam axis. While this upgrade was
originally intended for pile-up reduction, its potential im-
plementation in searches for LLPs has been investigated
in Ref. [43]. A schematic drawing of this setup is shown
in the top-left panel of Fig. 2.

As in Sec. VIA 1, we require the excited iDM state to
decay leptonically. Following Ref. [43], we demand that
at least one of the �2 decay products has a time delay
of �t > 0.3 ns and require a recoil jet of pT,j > 30 GeV
to timestamp the primary vertex. Since no vertex recon-
struction is required for signal identification, this search
can make use of the entire decay volume inside the ECAL
and access radial and longitudinal displacements of the
decay vertex of r�2 < 1.17 m and z�2 < 3.04 m, re-

- forward direction θdet = 2 × 10−3

- off-axis θdet = 0.5
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FIG. 2. Schematic drawings of a timing layer at CMS (top-left), MATHUSLA (top-right), CODEX-b (bottom-left), and FASER
(bottom-right), along with their locations with respect to the LHC ring. The red shaded region indicates the decay volume for
each experiment.

roughly corresponds to the threshold for soft muon iden-
tification [42]. In order to be able to reconstruct the
tracks with su�cient precision, they must hit the outer
layers of the tracking system. We therefore require a ra-
dial displacement of the �2 decay vertex of r�2 < 30 cm.
Finally, we demand that the muon tracks are su�ciently
displaced and require a transverse impact parameter of
dµ > 1 mm. In summary, this search strategy for dis-
placed muon-jets at ATLAS and CMS requires

DMJ : pT,j > 120 GeV

pT,µ > 5 GeV

r�2 < 30 cm

dµ > 1 mm . (15)

When estimating the reach, we assume the expected
integrated luminosity of the high-luminosity (HL) LHC,
L = 3 ab�1, and that backgrounds can be reduced to a
negligible level as argued by the authors of Ref. [8].

2. Time-Delayed Tracks

An alternative search strategy using precision timing
has been proposed in Ref. [43]. If �2 decays after travers-
ing a macroscopic distance, its decay products will ar-
rive at the calorimeter delayed in time compared to SM

particles that are promptly produced at the interaction
point (IP). This time delay is due both to the reduced
speed of the massive iDM state, v�2 , and the increased
path length of the displaced decay, l�2 + l` (` is a lepton
from the decay of �2), compared to a SM track with
path length lSM. We can estimate the time delay as
�t = l�2/v�2 + l`/c� lSM/c, where for simplicity we have
assumed that the decay products move along straight
lines at the speed of light.

The CMS collaboration recently proposed the instal-
lation of a precision timing detector with a resolution
of ⇠ 30 picoseconds. This timing layer would be lo-
cated in front of the electromagnetic calorimeter (ECAL)
with a radial size of R = 1.17 m and extending up to
z = 3.04 m along the beam axis. While this upgrade was
originally intended for pile-up reduction, its potential im-
plementation in searches for LLPs has been investigated
in Ref. [43]. A schematic drawing of this setup is shown
in the top-left panel of Fig. 2.

As in Sec. VIA 1, we require the excited iDM state to
decay leptonically. Following Ref. [43], we demand that
at least one of the �2 decay products has a time delay
of �t > 0.3 ns and require a recoil jet of pT,j > 30 GeV
to timestamp the primary vertex. Since no vertex recon-
struction is required for signal identification, this search
can make use of the entire decay volume inside the ECAL
and access radial and longitudinal displacements of the
decay vertex of r�2 < 1.17 m and z�2 < 3.04 m, re-

- more boosted and thus shorter 
lifetime particles come

pgeo ∼ pT /θdet

- less boosted and thus longer 
lifetime particles come

- typical transverse momentum is determined by 
the production process of long-lived particle

- HL-LHC (2027+) ℒ = 3 ab−1

- intensity frontier as well as high-energy frontier
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Virtual dark photon

Production

- produced number of dark hadrons
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Figure 1. Data used to determine the hadronic decay rates from: the PDG, for the total
rate to hadrons [78]; BaBar, for ⇡+⇡� [79], high-mass ⇡+⇡�⇡0 [80] (displayed as open triangles),
KK ⌘ K+K� +KSKL [81], [KK⇡]I=0 [82] (i.e. the isoscalar component of the KK⇡ final state),
2(⇡+⇡�) [83], and ⇡+⇡�⇡0⇡0 [84]; and from SND, the low-mass ⇡+⇡�⇡0 [85, 86] (displayed as filled
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- vector meson dominance

- below dynamical scale, 
charged pion production is 
dominant, but neutral pion 
production (our interest) is 
suppressed

- above dynamical scale, 
quarks + hadronization
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- injection of energy into dark QCD sector through dark QED current 
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jump, respectively.

results [32, 35, 36] did not use a Qy cuto↵, we derive
constraints with and without signals below 12 produced
electrons (equivalent to our Qy cuto↵) to ease comparison.

Third, bosonic DM candidates, such as dark photons
and axion-like particles (ALPs), can be absorbed by xenon
atoms, analogous to photons in the photoelectric e↵ect.
The result is a monoenergetic ER signal at E� = m�c2,

with rates of


4 ⇥ 1023 keV · 2/E�

1.3 ⇥ 1019 keV�1 · gae
2E�

�
�pe

A
kg�1day�1,

where the top row corresponds to dark photons [37] and
the bottom to ALPs [38]. Here �pe is xenon’s photoelec-
tric cross-section at E� in barn, A xenon’s mean atomic
mass number,  the dark photon-photon kinetic mixing
parameter, and gae the axioelectric coupling constant.

XENON1T collaboration, 
PRL, 2019 & 2019

5

is more conservative than the Noble Element Simulation
Technique (NEST) v2 model [24]. Fig. 3 shows the com-
parison between the expectation from our signal response
model and the S1-S2 data, as well as the (cS2b, cS1) dis-
tribution of ERs from MIGD. Signal contours for di↵er-
ent DM masses are similar since the energy spectra from
MIGD and BREM are not sensitive to incident dark mat-
ter velocity as long as it is kinematically allowed. We
have ignored the contribution of NRs in the signal model
of MIGD and BREM, since it is small compared with
ERs from MIGD and BREM in this analysis and there
is no measurement of scintillation and ionization yields
in LXe for simultaneous ER and NR energy depositions.
We use the inference only for DM mass below 2GeV/c2,
above which the contribution of an NR in the signal rate
becomes comparable with or exceeds the signal model
uncertainty.

The S1-S2 data are interpreted using an unbinned
profile likelihood ratio as the test statistic, as detailed
in [19]. The unbinned profile likelihood is calculated us-
ing background models defined in cS2b, cS1, and spa-
tial coordinates. The uncertainties from the scintillation
and ionization yields of ER backgrounds, along with the
uncertainties in the estimated rates of each background
component, are taken into account in the inference [19].
The inference procedure for the S2-only data is detailed
in [23], which is based on simple Poisson statistics using
the number of events in the S2 ROI. The event rates of
spin-independent (SI) and -dependent (SD) DM-nucleon
elastic scattering are calculated following the approaches
described in [8, 34] and [35], respectively.

The results are also interpreted in a scenario where
LDM interacts with the nucleon through a scalar force
mediator � with equal e↵ective couplings to the proton
and neutron as in the SI DM-nucleon elastic scattering.
In this scenario, the di↵erential event rates are corrected
by m�

4/(m�
2 + q2/c2)2 [36, 37], where q =

p
2mNER

and mN are the momentum transfer and the nuclear
mass, respectively. We take the light mediator (LM)
regime where the momentum transfer is much larger than
m� and thus the interaction cross section scales with m4

�.
In this regime, the contribution of NRs is largely sup-
pressed compared with SI DM-nucleon elastic scattering
due to the long-range nature of the interaction. There-
fore, the results are interpreted for DM mass up to 5
GeV/c2 for SI-LM DM-nucleon elastic scattering.

In addition, we also take into account the fact that DM
particle may be stopped or scatter multiple times when
passing through Earth’s atmosphere, mantle, and core
before reaching the detector (Earth-shielding e↵ect) [38–
40]. If the DM-matter interaction is su�ciently strong,
the sensitivity for detecting such DM particles in ter-
restrial detectors, especially in underground laboratory,
can be reduced or even lost totally. Following [26], verne
code [41] is used to calculate the Earth-shielding e↵ect
for SI DM-nucleon interaction. A modification of the
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teraction cross-sections at 90% C.L. using signal models from
MIGD and BREM in the XENON1T experiment with the
S1-S2 data (blue contours and lines) and S2-only data (black
contours and lines). The solid and dashed (dotted) lines rep-
resent the lower boundaries (also referred to as upper limits)
and MIGD (BREM) upper boundaries of the excluded param-
eter regions. Green and yellow shaded regions give the 1 and
2� sensitivity contours for upper limits derived using the S1-
S2 data, respectively. The upper limits on the SI DM-nucleon
interaction cross sections from LUX [25], EDELWEISS [26],
CDEX [27], CRESST-III [28], NEWS-G [29], CDMSLite-
II [30], and DarkSide-50 [31], and upper limits on the SD
DM-nucleon interaction cross sections from CRESST [28, 32]
and CDMSLite [33] are also shown. Note that the limits de-
rived using the S1-S2 and S2-only data are inferred using
unbinned profile likelihood method [18] and simple Poisson
statistics with the optimized event selection [23], respectively.
The sensitivity contours for the S2-only data is not given since
the background models used in the S2-only data are conser-
vative [23].

verne code based on the methodology in [42] is applied
for the calculations of SD and SD-LM DM-nucleon inter-
actions. To account for the Earth-shielding e↵ect for SD
DM-nucleon interaction, 14N in the atmosphere and 29Si
in Earth’s mantle and core are considered, and their spin
expectation values, hSni and hSpi, are taken from [43].
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FIG. 1: Left: The rest-frame lifetime of a pseudo-Nambu-Goldstone boson (PNGB) as a function
of its mass ma and decay constant F . Right: The lifetime of a dark photon A0 as a function
of its mass mA0 and ✏, the strength of its mixing with the Standard Model hypercharge gauge
boson. In both plots, the black lines correspond to di↵erent decay lengths (c⌧): 10 µm (solid), 1
cm (dot-dashed), 1 m (dashed), and 100 m (dotted). In the blue, purple, red, green, and white
shaded regions the decays are prompt (< 10 µm), displaced with < 1 cm, displaced with > 1
cm, “invisible” with > 100 cm, or “invisible” with > 100m, respectively. In fixed-target or beam
dump experiments the particles typically get a large boost that increases their decay length by
Ebeam/mass. The feature in the left plot at 2mµ occurs since PNGB’s coupling to a Standard
Model particle is proportional to that particle’s mass, and at this point decays to two muons are
allowed. The dip in the right plot near 0.7 GeV is due to the ⇢-resonance. The lifetime for both
the PNGB and the A0 is calculated assuming decays directly into Standard Model particles.

to 1 GeV). Thus, for example, proper lifetimes of 1 mm are obtained with F ⇡ 70 GeV

(ma = 100 MeV) or F ⇡ 20 TeV (ma = 300 MeV). Fig. 1 (left plot) shows the decay length

(c⌧) of a PNGB as a function of its mass ma and decay constant F . Note that the decay

length is very di↵erent above and below the muon threshold, due to the much stronger

coupling to muons as compared to electrons. We see that for F . 102 GeV, they decay

promptly and colliders should be able to set the best constraints. For larger F , collider

searches that look for displaced vertices or missing energy can still set limits, but searches

in beam dump experiments (with a large shield) become relevant.

We ignore decays of PNGBs to two photons, since this is always subdominant in the mass

range we consider in this paper.

6

10 m

103 m

105 m

107 m

10 m

103 m

105 m

107 m

10-2 10-1 110-5

10-4

10-3

10-2

m 1 @GeVD

e

c2 Æ c1 f f , mA¢ = 3 m 1

Wc 1
> W

DM
, D
=0
.1
, aD
=0
.1

Wc 1
> W

DM
, D
=0
.05

, aD
=0
.5

e+e−

threshold

ρ, ω
ϕ

J/ψ
ρ′ 

- minimal model - inelastic dark matter model

Berlin, Gori, Schuster, and Toro, PRD, 2018Essig, Harnik, Kaplan, and Toro, PRD, 2010



34

- prompt decay search

Experimental searches

Phase I (5-6m)

Berlin, Gori, Schuster, 
and Toro, PRD, 2018

10-2 10-1 110-9
10-8
10-7
10-6
10-5
10-4
10-3
10-2

mA¢ @GeVD

e

A¢ Æ {+ {-

LHCb
HPS

SHiP

SeaQuest

FASER

NA62

Mu3eêMMAPSêBelle-II

Phase II (5-12m)

- resonance in invariant mass 
(LHCb, Belle-II…)

γ′ → e+e− μ+μ−

- long-lived particle (LLP) search
- displaced vertex (LHCb…)
- decay in a detector located far 
from production points

6

LLP

IP8

shield + veto

UXA shieldBarrack D

LHC
beam

CODEX-b

26m10m

5
m

1
0

m

TI18

UJ18
RI18

FASER

beam collision axis

LLP

IP

0m 100m 200m 300m 400m 500m

FASER

10m

2m

LLP

Surface

ATLAS/CMS

LHC beam

MATHUSLA

100m 200m

1
0

0
m

2
0

m

HCAL

ECAL

Tracking

LLP

TIMING

6.08m

2
.3

4
m
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(bottom-right), along with their locations with respect to the LHC ring. The red shaded region indicates the decay volume for
each experiment.

roughly corresponds to the threshold for soft muon iden-
tification [42]. In order to be able to reconstruct the
tracks with su�cient precision, they must hit the outer
layers of the tracking system. We therefore require a ra-
dial displacement of the �2 decay vertex of r�2 < 30 cm.
Finally, we demand that the muon tracks are su�ciently
displaced and require a transverse impact parameter of
dµ > 1 mm. In summary, this search strategy for dis-
placed muon-jets at ATLAS and CMS requires

DMJ : pT,j > 120 GeV

pT,µ > 5 GeV

r�2 < 30 cm

dµ > 1 mm . (15)

When estimating the reach, we assume the expected
integrated luminosity of the high-luminosity (HL) LHC,
L = 3 ab�1, and that backgrounds can be reduced to a
negligible level as argued by the authors of Ref. [8].

2. Time-Delayed Tracks

An alternative search strategy using precision timing
has been proposed in Ref. [43]. If �2 decays after travers-
ing a macroscopic distance, its decay products will ar-
rive at the calorimeter delayed in time compared to SM

particles that are promptly produced at the interaction
point (IP). This time delay is due both to the reduced
speed of the massive iDM state, v�2 , and the increased
path length of the displaced decay, l�2 + l` (` is a lepton
from the decay of �2), compared to a SM track with
path length lSM. We can estimate the time delay as
�t = l�2/v�2 + l`/c� lSM/c, where for simplicity we have
assumed that the decay products move along straight
lines at the speed of light.

The CMS collaboration recently proposed the instal-
lation of a precision timing detector with a resolution
of ⇠ 30 picoseconds. This timing layer would be lo-
cated in front of the electromagnetic calorimeter (ECAL)
with a radial size of R = 1.17 m and extending up to
z = 3.04 m along the beam axis. While this upgrade was
originally intended for pile-up reduction, its potential im-
plementation in searches for LLPs has been investigated
in Ref. [43]. A schematic drawing of this setup is shown
in the top-left panel of Fig. 2.

As in Sec. VIA 1, we require the excited iDM state to
decay leptonically. Following Ref. [43], we demand that
at least one of the �2 decay products has a time delay
of �t > 0.3 ns and require a recoil jet of pT,j > 30 GeV
to timestamp the primary vertex. Since no vertex recon-
struction is required for signal identification, this search
can make use of the entire decay volume inside the ECAL
and access radial and longitudinal displacements of the
decay vertex of r�2 < 1.17 m and z�2 < 3.04 m, re-

Berlin and Kling, PRD, 2019- FASER @ LHC- SeaQuest @ Fermilab 
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Dark hadrons
Transition

p′ → n′ + e+e−
p′ 

⟨ϕD⟩

n′ 

- through charge breaking

AK and Kuwahara, JHEP, 2022

- direct detection constraints are weakened
- only dark neutron makes up DM
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Figure 4: Dark nucleon searches at the LHC lifetime frontier on ✏-mA0 plane: mN2 =
8.5 , 4.3 , 2.1 , and 1.1GeV from right to left that correspond to ng0 = 1 , 2 , 4 , and 8, the
mixing angle sin ✓V = 5 ⇥ 10�3 (left) and sin ✓V = 5 ⇥ 10�2 (right), �N = 0.1 (left)
and �N = 0.3 (right). The U(1)D coupling to be ↵0 = 0.05 , 0.03 , 0.01 , and 7 ⇥ 10�3

from right to left. The top (bottom) panels show the future sensitivity at MATHUSLA
(FASER): the area inside the lines can be explored by the experiments. The gray shaded
region is excluded by the existing constraints on visible dark photon decay: (top region)
the prompt decay searches by BaBar [5, 8], KLOE [9, 80–82], and LHCb [126, 165]; (left-
bottom region) the fixed-target experiments ⌫Cal [144,145] and CHARM [141,142]. The
future sensitivity of Belle-II (LHCb) to visible dark photon decay is shown as brown
(orange) dashed lines on middle parts of the panels [25, 27]. The gray diagonal lines
shows the direct detection bound on the composite ADM, and the parameter space above
the line is already excluded. The sensitivity of MATHUSLA and FASER sharply cut at
the left side of sensitivity because the decay into the on-shell dark photon opens.
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Dark hadrons
Decay

π′ 0 → γ′ + e+e−

- assume

AK and Kuwahara, JHEP, 2022

LLP searches
- sensitivity is comparable with direct detection 
and prompt decay search of dark photon

mγ′ < mπ′ < 2mγ′ 

- otherwise short-lived (no    dependence)ϵ

Figure 5: Dark pion searches at fixed-target and collider experiments on ✏-mA0 plane with
di↵erent values of m⇡0/mA0 = 1.9 (solid) and 1.3 (dashed). We take the di↵erent choice
of pion decay constants f⇡0 : f⇡0 = 0.8 , 0.4 , 0.2 , and 0.1GeV. The future sensitivities
to the three-body dark pion decay are shown by magenta lines (SeaQuest), yellow lines
(MATHUSLA), and light blue lines (FASER). The dark-shaded region in the left-top of the
panels is excluded by E137 experiment [12, 13]: with dashed boundary (m⇡0/mA0 = 1.3)
and with solid boundary (m⇡0/mA0 = 1.9). The existence constraints are depicted as the
shaded region on top (BaBar, KLOE, and LHCb) and left-bottom (⌫Cal and CHARM) in
each panel, and the future sensitivities to the visible dark photon decay are shown as thin-
dashed lines, Belle-II (brown), LHCb (orange), SHiP (cyan), and SeaQuest (magenta).
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dashed lines, Belle-II (brown), LHCb (orange), SHiP (cyan), and SeaQuest (magenta).

31

mA′ + mπ′ > mρ

6mπ′ > mN2

6mπ′ > mN2

- enhanced production 
for                  ΛQCD′ < mρ

- copious production 
through hadronization 
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Figure 2: Decay lengths of dark-neutral pions: The kinetic mixing is assumed to be
✏ = 10�2 (solid), ✏ = 10�3 (dashed), and ✏ = 10�4 (dotted). We take ↵0 = 0.05 ,m⇡0 =
0.5GeV , f⇡0 = 0.8GeV. We include all possible final state for ⇡03 ! A0ff̄ , but include
only leptonic final states for ⇡03 ! ff̄ and ⇡03 ! ff̄f 0f̄ 0.

Due to the extra suppression from kinetic mixing ✏4 and the four-body phase space or the
loop suppression factor, the decay rate without an on-shell dark photon final state is very
tiny. Hence, the visible decay searches are not promising when the dark pion is lightest
in the dark sector.

We show the decay length of the U(1)D-neutral dark pion in Fig. 2 with the dark
pion mass of 0.5GeV and the decay constant f⇡0 = 0.8GeV. The di↵erent line-types in
the figure correspond to di↵erent values of kinetic mixing ✏: ✏ = 10�2 (solid), ✏ = 10�3

(dashed), and ✏ = 10�4 (dotted). Each lines is composed of three parts: prompt decay via
⇡03 ! A0A0 for 2mA0 < m⇡0 , long-lived decay via ⇡03 ! A0ff̄ for mA0 < m⇡0 < 2mA0 , and
very long-lived decay via four-body/loop-induced decay. As shown in Fig. 2, dark pions
would have the typical decay length of O(10�2)–O(102)m via three-body decay when m⇡0

is close to 2mA0 . Therefore, the visible decay searches have a potential to explore the dark
pion decay in this mass range.

The darkly charged pions can also decay through the pion mixing and chiral anomaly.
When the darkly charged pions decay into the SM particles, their lifetime is longer than
dark-neutral pions due to the extra factor of the pion mixing. When the kinetic mixing
is of order of O(10�3), ⇡0± ! A0A0 will give the visible signal since the dark photon
promptly decays into the visible particles in this range of the kinetic mixing. To get the
decay length of O(1)m, the pion mixing angle should be or O(10�4) or below. Meanwhile,
we assume the dark nucleon mixing ✓V to be O(10�2) in order that the decay length of the
dark nucleon transition is of O(1)m. The dark pion mixing is expected to be the same
order of magnitude as the dark nucleon mixing, and hence we focus only on the decay of
dark-neutral pions in this study.
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FIG. 2: Top: SIDM density profile fit to cluster A2537 (orange) com-
pared to NFW profile (cyan) and comparison to stellar kinematics
data (inset). Bottom: SIDM fit to the rotation curve of galaxy IC2574
(orange) with contributions from the SIDM halo (solid), the gas disk
(dashed), and stellar disk (dotted).

As an example, we show our results for cluster A2537 in
Fig. 2 (Top). Our SIDM fit is shown by the orange band (1�
width) and the dashed line shows the mean. The CDM predic-
tion (cyan) is the NFW profile obtained from the gravitational
lensing data [27], which provides a poor fit to the stellar kine-
matic data (red boxes in inset figure). The black point is the
value of r1 and its 1� width. It is reassuring that the CDM and
SIDM fits, while agreeing at large radii, begin to diverge at r1.
The inferred values of h�vi/m for all six clusters are shown
in Fig. 1 (green points). Fitted with a constant cross section,
we find �/m = 0.10+0.03

�0.02 cm2/g.
Dwarf and Low Surface Brightness Galaxies. To mea-

sure DM self-interactions at small-to-intermediate scales, we
consider rotation curves of five dwarf galaxies (IC 2574, NGC
2366, Ho II, M81 dwB, DDO 154) in the THINGS sam-
ple [28] and seven LSB galaxies (UGC 4325, F563-V2, F563-
1, F568-3, UGC 5750, F583-4, F583-1) from Kuzio de Naray,
et al. [29]. Two galaxies have been omitted from each of these
samples for which Vmax was not well-determined.

To model these galaxies, we include the contributions to
the rotation curve from DM, gas, and stars, with ⌥⇤ allowed
to vary uniformly by ±0.3 dex from the quoted population

synthesis values [28, 30]. We have checked that it is a good
approximation to neglect the gravitational effect of baryons on
the SIDM density profile in Eq. (2). In our likelihood, we also
include a systematic error (in quadrature with the statistical
error) of 5% of the last measured velocity to avoid skewing
our fits based on data points with small errors, O(1 km/s),
since non-circular motions cannot be excluded at this level.

As an example, we show the SIDM fit to the rotation curve
of IC2574 in Fig. 2 (Bottom). The inferred values of h�vi/m
for the galaxies, shown in Fig. 1, evidently prefer a larger �/m
than the cluster measurement. Fitting all twelve galaxies with
a constant cross section, we find �/m = 1.9+0.6

�0.4 cm2/g. We
note that this value does not include systematic errors, which
we discuss next.

Simulated halos. To test our analytic model, we created
mock rotation curve data from halos in �/m = 1 cm2/g sim-
ulations (without baryons) and fit them with our model. Each
rotation curve consisted of 20 points with a uniform 10% ve-
locity error and covering a range 0.1 . r/rs . 3 . We chose
six halos with virial masses in the range 1011�1014 M� from
Ref. [3] and two dwarf-sized halos around 1010 M� from
Ref. [5].

The fit results shown by the gray points in Fig. 1 demon-
strate that our simple halo model is in good agreement with
results from cosmological N-body simulations for SIDM, ex-
cept for the presence of a bias toward larger cross sections by
a factor of ⇠ 2. The open circles, which also line up along
�/m = 1 cm2/g, represent our SIDM profiles matched onto
the “true” NFW profile for the same halos simulated without
DM self-interactions [3, 5]. This analysis supports the sim-
ple picture in our model that the SIDM halo properties may
be approximated by the corresponding CDM halo properties
augmented with a core determined by Eq. (1).

IV. Diversity. There is considerable diversity in the prop-
erties of the galaxy cores, with almost an order of magnitude
spread in density at fixed Vmax [30]. This has also been re-
cently emphasized in terms of Vc(2 kpc), the measured circu-
lar velocity at 2 kpc [31], which shows a factor of 2�3 scatter
for halos with 50 km/s . Vmax . 100 km/s. This diversity
is also reflected in the scatter in central values for h�vi/m for
the galaxies in Fig. 1.

How does this scatter arise in our model? The answer is
surprising in its simplicity: it is directly related to the halo
assembly history. Different formation histories encoded in
(⇢s, rs) values (essentially the CDM halo-to-halo scatter) lead
to SIDM halos with different core sizes and central densities
through Eq. (3). This explanation is implicit in Fig. 1 where
the large errors on h�vi reflect, partly, the lack of constraints
on (⇢s, rs). Choosing the “right” value of (⇢s, rs) for each
galaxy would reduce the scatter in h�vi/m considerably.

If we fix the ⇢s-rs relation to its median in ⇤CDM cos-
mology [32] in our analysis, the galaxies UGC 5750 and IC
2574 prefer the largest cross sections, �/m ⇠ 10 cm2/g,
while M81 dwB prefers the smallest cross sections, �/m ⇠

0.1 cm2/g. However, if UGC 5750 and IC 2574 halos are 2�
less concentrated and M81 dwB halo 2� more concentrated

Kaplinghat, Tulin, 
and Yu, PRL, 2016

- mass distribution in the outer region is 
determined by strong/weak gravitational 
lensing

- stellar kinematics in the central region 
(brightest cluster galaxies) prefer cored 
SIDM profile

CDM

SIDM

BCG data

σself /m ∼ 0.1 cm2/g

⟨vrel⟩ ∼ 103 km/s
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Dwarf spiral galaxies 
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Rotation curves

Diversity in dwarf spiral galaxies

- simulation: inner circular velocity is almost 
uniquely determined by outer circular velocity

- observation: diverse 
inner circular velocity

Oman et al., MNRAS, 2015

ρNFW =
ρs

r/rs(1 + r/rs)2

ρs rs
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Naively, no
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ABSTRACT

We examine the circular velocity profiles of galaxies in ⇤CDM cosmological hydro-
dynamical simulations from the EAGLE and LOCAL GROUPS projects and compare them
with a compilation of observed rotation curves of galaxies spanning a wide range in
mass. The shape of the circular velocity profiles of simulated galaxies varies system-
atically as a function of galaxy mass, but shows remarkably little variation at fixed
maximum circular velocity. This is especially true for low-mass dark matter-dominated
systems, reflecting the expected similarity of the underlying cold dark matter haloes.
This is at odds with observed dwarf galaxies, which show a large diversity of rotation
curve shapes, even at fixed maximum rotation speed. Some dwarfs have rotation curves
that agree well with simulations, others do not. The latter are systems where the in-
ferred mass enclosed in the inner regions is much lower than expected for cold dark
matter haloes and include many galaxies where previous work claims the presence of
a constant density “core”. The “cusp vs core” issue is thus better characterized as an
“inner mass deficit” problem than as a density slope mismatch. For several galaxies the
magnitude of this inner mass deficit is well in excess of that reported in recent simula-
tions where cores result from baryon-induced fluctuations in the gravitational potential.
We conclude that one or more of the following statements must be true: (i) the dark
matter is more complex than envisaged by any current model; (ii) current simulations
fail to reproduce the effects of baryons on the inner regions of dwarf galaxies; and/or
(iii) the mass profiles of “inner mass deficit” galaxies inferred from kinematic data are
incorrect.

Key words: dark matter, galaxies: structure, galaxies: haloes

1 INTRODUCTION

Cosmological simulations have led to a detailed theoretical
characterization of the clustering of dark matter on galaxy
scales. It is now well established that, when baryons may be
neglected, the equilibrium mass profiles of cold dark matter
(CDM) haloes are approximately self-similar and can be ad-
equately approximated by a simple formula (Navarro et al.
1996b, 1997). The “NFW profile”, as this is commonly known,
has a formally divergent density “cusp” near the centre, ⇢ /

? koman@uvic.ca

r�� , with � = 1, and steepens gradually at larger radii. The cor-
responding circular velocity profile, Vcirc(r), is thus relatively
steep near the centre, Vcirc / r1/2, in contrast with the rotation
curves of some dwarf galaxies, where the inner rotation speed
rises linearly with radius. The latter behaviour suggests that the
dark matter density profile has a shallower inner slope than pre-
dicted by simulations, closer to a constant density “core” rather
than a steeply divergent “cusp”. This “cusp vs core” problem
(Moore 1994; Flores & Primack 1994) has been known since
the mid 1990s and has elicited a number of proposed solutions.

One is that the dark matter is not “cold”. Cores can be pro-
duced in dark matter haloes by particle physics effects if the
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Figure 4. Four examples of galaxies in our sample with rotation curves that are in good agreement with the circular velocity curves of our ⇤CDM
hydrodynamical simulations. The four galaxies have been chosen to span a wide range in maximum circular velocity, from ⇠ 30 (top left) to ⇠
120 km s�1 (bottom right). As in Fig. 2, the solid curves and shaded areas show the median (and 10th-90th percentile range) of all simulated galaxies
in 20 per cent-width bins centred at the maximum circular velocity of the galaxy in each panel (see legend). The solid black curve corresponds to the
median circular velocity curve of our DMO simulations.

4.4 The challenge to baryon-induced core formation

The diversity of observed rotation curves presents a challenge
not only to our simulations, but also to the baryon-induced
“core” creation mechanism: why would baryons carve out cores
so different in galaxies that are so similar in terms of morphol-
ogy, halo mass, and galaxy mass? Further, we would expect
the dark matter to be most affected in systems where baryons
play a more important role in the potential, such as high-surface
brightness galaxies, whereas observations seem to suggest the
opposite trend.

A second challenge concerns the magnitude of the effect
needed to create a core as large as that inferred, for example,
for IC 2574. Published simulations where baryon effects cre-
ate cores tend to have overall a modest effect on the total inner
mass profile of the galaxy. One example is provided in Fig. 1;
although baryons have carved a ⇠ 1 kpc core in the dark matter
halo in the simulated galaxy DG1, the total inner mass profile is
actually quite similar to what is expected for galaxies of that cir-
cular velocity in our simulations (green-shaded region), which
do not produce cores. This is because, to first order, the baryons
that displace the dark matter to create a core take its place, lead-
ing to modest net changes in the total mass profile.

In other words, “flattening the dark matter cusp” is not
enough to explain galaxies like IC 2574. A net removal of large
amounts of mass from the inner regions is needed to reconcile
such galaxies with ⇤CDM, at least if we equate the measured
rotation curve with the circular velocity curve. In the case of
IC 2574, at least ⇠ 2.5 ⇥ 109 M� seem to have been expelled
from the inner ⇠ 5 kpc; more than the total baryonic mass of
the galaxy. It seems unlikely that baryon-induced fluctuations
can cause an effect this large.

4.5 The challenge to alternative dark matter models

Finally, we note that the diversity of rotation curves illustrated
in Fig. 5 disfavours solutions that rely on modifying the phys-
ical nature of the dark matter. Cores can indeed be produced if
the dark matter is SIDM or WDM but, in this case, we would
expect all galaxies to have cores and, in particular, galaxies of
similar mass or velocity to have cores of similar size. This is in
disagreement with rotation curve data and suggests that a mech-
anism unrelated to the nature of the dark matter must be invoked
to explain the rotation curve shapes.

c� 0000 RAS, MNRAS 000, 000–000

Really? But galactic disks show diversity
- different disk sizes in different halos
- SIDM profile is exponentially sensitive to baryon distribution 

⇢DM(~x) = ⇢0DM exp(��(~x)/�2)

�� = 4⇡G(⇢DM + ⇢baryon)

- iso-thermal region forms through 
self-interaction

Can SIDM explain it?
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SIDM reproduces diversity (unlike a naive expectation)
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- compact disk→ redistribute SIDM significantly

- extended disk→ unchange SIDM distribution

AK, Kaplinghat, Pace, and Yu, PRL, 2017

M* = 0.83 × 1010 M⊙ M* = 0.57 × 1010 M⊙

σ/m = 3 cm2/g

SIDM explanation
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MW satellites (classical)

Diversity in MW satellites
10 Hayashi et al.
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Figure 3. Dark matter density profiles along major axes of the galaxies derived from our Jeans analysis. The solid line in each
panel denotes the median value, and the dark and light shaded regions denote the 68 and 95 per cent confidence intervals. The
vertical dashed line in each panel corresponds to the half-light radius of each galaxy. In the panel for Draco, we mark on two
power law density profiles, ⇢DM / r�1 (cusp) and ⇢DM = const. (core) under the shaded regions.

Figure 4. Dark matter density profiles of all dSphs, with taking into account a wider parameter range of � (described in
Section 4.2). The solid lines in each panel denote the median values (thick) and the 68 per cent confidence intervals (thin)
calculated by our default parameter range (0  �  2.5), while the dashed ones are calculated by a new parameter range
(�2.5  �0  2.5, but if �0 < 0 ! � = 0). The vertical dashed lines in each panel correspond to their half-light radii.

Equation 7 is fixed at 2 for simplicity, while the dark
matter profiles in this work and Geringer-Sameth et al.

(2015) take into account these parameter as free param-
eters.

Hayashi, Chiba, and Ishiyama, ApJ, 2020

- shows diversity in inner 
slope and density, though 
uncertainty is still large

Dark matter profiles in the dSphs 13

10�5 10�4 10�3 10�2 10�1

M�/Mhalo

�2.0

�1.5

�1.0

�0.5

0.0

In
ne

r
sl

op
e

of
D

M
pr

ofi
le

U
ltr

a-
fa
in
t

D
wa

rfs

C
la
ss
ic
al

D
wa

rfs

Br
ig
ht

D
wa

rfs

M
ilk

y
W

ay
M

as
s

NFW (at 1.5% rvir)

NIHAO

FIRE-2

Ursa Minor

Draco

Sextans

Carina

LeoI
LeoII

Sculptor Fornax

Figure 6. The impact of baryonic feedback on the inner profiles of dark matter halos. The inner dark matter density slope
at 1.5%Rvir is shown as a function of the ratio of stellar-to-halo masses. The filled black circles with error bars are the results
from this work. The shaded gray band shows the expected range of dark matter profile slopes for NFW as derived from dark
matter only simulations (Tollet et al. 2016). The blue and orange points are expected from NIHAO (Tollet et al. 2016) and
FIRE-2 (Fitts et al. 2017; Hopkins et al. 2018) hydrodynamical plus dark mater simulations, respectively. The blue and orange
shaded bands are the expected range from NIHAO (Tollet et al. 2016) and FIRE-2 (Lazar et al. 2020) predictions, respectively
(to guide the eye).

Madau et al. 2014; Oñorbe et al. 2015). In particu-
lar, Oñorbe et al. (2015) predicted that the dwarfs with
rapid SFHs tend to have cuspy dark matter density pro-
files, while ones with consecutive SFHs have cored ones
at the present day. Therefore, we investigate whether
this dependence indeed exists by comparing it with the
observed SFH of dSphs.

To this end, we adopt the SFHs derived by Lee et al.
(2009) for Sextans and Weisz et al. (2014) for the other
classical dSphs. The left panel in Figure 7 displays the
cumulative SFHs of the classical dSphs taken from their
works. As is shown in the panel, the SFHs of the dSphs
can be classified into two groups: the dwarfs (the dashed
lines in the panel) that formed the majority of their stel-
lar component early on (before z ' 2), and the other
ones (the solid ones) that formed only a small fraction
of their stars at early times and continued forming stars
over almost a Hubble time (Gallart et al. 2015; Bermejo-
Climent et al. 2018). To quantify these properties of
the dwarfs, we estimate the lookback time at achieving

70 per cent of the current stellar mass of these dSphs, ⌧0.7
(as indicated as a black horizontal dotted line in the left
panel in Figure 7). ⌧0.7 can characterize the duration and
e�ciency of star formation in dSphs. The middle panel
in Figure 7 shows the comparison between ⌧0.7 and dark
matter inner slope, �, from our analysis. According to
the prediction from Oñorbe et al. (2015), we expect that
the galaxies with higher ⌧0.7 may have cuspy dark mat-
ter density profiles. From this figure, however, we find
no clear relation between them within uncertainties of �.
Therefore, the diversity of the dark matter inner slopes
cannot be explained straightforwardly by SFH within
the current observation and model uncertainties. One
of the possible reasons why there is no relation could be
that the cusp-core transition requires the resonance be-
tween dark matter particles and a gas density oscillation
induced by periodic SN feedbacks. Ogiya & Mori (2014)
suggested that to transform cusp into core, at least 50
oscillations with O(100) Myr periods are needed. Un-
fortunately, current photometric and spectroscopic ob-

- mass distribution is 
determined by line-of-
sight velocity dispersion 
(LOSVD) profile

SIDM again? Naively, no

- satellite galaxies have 
only negligible amount of 
baryons



6 Hayashi et al.

105

106

107

108

109

� D
M

[M
�

kp
c�

3 ]

Antlia 2 Boötes I
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Figure 1. Inferred dark matter density profiles along the major axes of the eight galaxies having the largest numbers of
kinematic sample. The solid line in each panel denotes the median value, and the shaded region depicts the 68% confidence
interval. On the other hand, the gray thick and thin dashed lines show the median and the the 68% confidence intervals for the
case of a wider prior range (�2.0  �0  2.0, but if �0 < 0 ! � = 0, see the text in details). The vertical dashed line in each
panel corresponds to the half-light radius of each galaxy.

matter density profile without relying on any baryonic
physics (e.g., Hayashi et al. 2021a,b). This implies that
dark matter densities of Segue 1 and Willman 1 could
be cusped inner slopes.

Secondly, the other UFDs tend to be somewhat cuspy
profiles, but there are huge uncertainties in the inferred
density slopes. In fact, they permit � ⇠ 0, that is,
a cored dark matter density within 95% confidence.
Therefore, it is impossible to make a final conclusion
whether these galaxies have cored or cusped dark mat-
ter halos. The other galaxies, which are not shown here,
also have huge uncertainties on their inner slopes of dark
matter density profiles from the 8th column in Table A1,
which is the constraints on � parameter.

Thirdly, dark matter densities of the di↵use galax-
ies (Antlia 2 and Crater 2) are around one order of mag-
nitude less dense than those of the other dwarf satellites.
In particular, Antlia 2 favors having the di↵use dark
matter halo as well as its stellar component. The dark
matter scale density (⇢0) of Antlia 2 is consistent with
the result from Torrealba et al. (2019).

3.2.2. Robustness of the estimated density profiles

To investigate the robustness of our results, espe-
cially regarding the inner slope of a dark matter density
profile, �, we perform the same MCMC fitting proce-
dure (see Section 2.2) for the case of a wider range of
prior for � than the fiducial parameter range (0  � 
2.0). Namely, we adopt here the case of a flat prior over
range �2.0  �0  2.0, and we impose � = 0 if �0 has
a negative value and � = �0 otherwise. This is because
the fiducial one might lead to a bias toward cuspy den-
sity profiles. Using this new wide prior, we re-run the
MCMC fitting procedure and estimate the dark matter
density profiles for the representative eight galaxies.

Figure 1 shows the comparison of the inferred dark
matter density profiles for the eight galaxies for the fidu-
cial and wider prior ranges. The colored solid line and
shaded region in each panel show the results from the
fiducial case, while the gray dashed lines denote the ones
for the case of wider prior ranges. It is found from this
figure that the estimated dark matter density profiles
of most galaxies are largely a↵ected by the new prior
range. In particular, this prior makes their central den-
sities less dense clearly. Therefore, we bear in mind that
most of the galaxies with small data volumes should be
sensitive to the choice of priors.
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Figure 2. The inner dark matter density slope at 1.5% of
the virial radius of a dark halo, rvir, as a function of the ra-
tio between stellar and dark-halo masses, M⇤/Mhalo, of the
Galactic dSphs. The filled magenta circles with 1� error bars
are the results of the represented galaxies in this work, while
the black filled ones are the results of the classical dSphs re-
ferred by Hayashi et al. (2020). The shaded gray band shows
the expected range of dark matter profile slopes for NFW
profiles as derived from dark-matter-only simulations (Tollet
et al. 2016). The blue and orange points are simulated satel-
lites from NIHAO (Tollet et al. 2016) and FIRE-2 (Fitts et al.
2017; Hopkins et al. 2018; Lazar et al. 2020) hydrodynamical
simulations, respectively. The blue and orange shaded bands
show the expected ranges from these simulated galaxies (to
guide the eye).

On the other hand, the galaxies having a cusped dark
matter halo like Eridanus II, Segue 1 and Willman 1 do
not change so much their dark matter density profiles
even for the new prior range. The possible reason why
these galaxies prefer cusped dark matter density pro-
files comes from the following properties of their line-
of-sight velocity dispersion profile in the central region.
Although the variations of Q (dark halo shape) and �z

(velocity anisotropy) give a similar e↵ect on entire shape
of line-of-sight velocity dispersion profiles (see Cappel-
lari 2008; Hayashi & Chiba 2015), the inner slope of dark
matter density profile, �, can have an impact only on a
central velocity dispersion profile (Hayashi et al. 2020).

Note that cusped dark matter density profiles in Eri-
danus II, Segue 1 and Willman 1 come mainly from the
kinematic sample in the inner part (especially within
10 pc) in our unbinned analysis. The unbinned analy-
sis can trace the inner kinematic structures in galaxies,
while the binned one might smear out such information,
and thus may not provide such a constraint on inner
slopes of dark matter density profile as the unbinned
one.

3.2.3. Inner Dark Matter Density Slope versus
Stellar-to-halo Mass Ratio

Figure 2 shows the logarithmic slope of the dark mat-
ter density profile at 1.5% of the virial radius of a dark
halo as a function of the stellar mass-to-halo mass ratio,
M⇤/Mhalo. This is analogous to the figure 6 in Hayashi
et al. (2020, originally following from Bullock & Boylan-
Kolchin 2017), but including several galaxies as samples
in this work. The blue and orange dots and shaded
bands depict the results from NIHAO (Tollet et al. 2016)
and FIRE-2 (Fitts et al. 2017; Hopkins et al. 2018; Lazar
et al. 2020) zoom-in hydrodynamical simulations, while
the gray band shows the expected range of dark matter
profile slopes for NFW as derived from dark matter-only
simulations (Tollet et al. 2016).

To compute the stellar mass-halo mass ratios of the
currnt dwarf galaxies, we employ the self-consistent
abundance matching model by Moster et al. (2013) and
adopt the stellar masses of most dSphs taken from rel-
evant papers (Table 1). For several UFDs having no
information about stellar masses, we calculate those of
their UFDs by their luminosities assumed to be the stel-
lar mass-to-light ratio with 1.6M�/L�, which is an av-
eraged value for dSphs measured by Woo et al. (2008).
The black points with 1� error bars are the results of
classical dSphs estimated by Hayashi et al. (2020), while
the magenta ones are the largest eight galaxies among
the sample in this work. According to the predictions
from the simulations (blue and orange bands), an in-
ner slope of a dark matter density profile in the UFD
regime (M⇤/Mhalo . 10�4) might not be a↵ected largely
by baryonic feedback e↵ects. On the other hand, there
are large uncertainties in both the inner slopes and the
stellar-to-halo mass ratios of the UFDs. Thus, we can-
not make a robust conclusion about whether the relation
exists or not from the currently available data.

4. DISCUSSION

4.1. Dark Matter densities at 150 pc

Read et al. (2019) introduced the dark matter density
at a common radius of 150 pc from the center of each
dSph, ⇢DM(150 pc), which can be estimated robustly as
the central dark matter density without dependence of
� prior ranges in spherical mass models. They also ar-
gued that this density is enough di↵erent to divide the
luminous dwarf galaxies into cusps or cores. Kapling-
hat et al. (2019) found that ⇢DM(150 pc) of the Galactic
dSphs anti-correlates with their orbital pericenter dis-
tance, rperi, estimated by Gaia. In combination with
the too-big-to-fail problem (Boylan-Kolchin et al. 2011,
2012), they proposed that this anti-correlation can pro-
vide a new incisive test of the nature of dark matter,
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銀河のダークハロー構造の多様性： 
 銀河系矮小楕円体銀河の観点から

林　　　航　平
〈東北大学大学院理学研究科天文学専攻　〒980‒8578 仙台市青葉区荒巻字青葉 6‒3〉

e-mail: k.hayasi@astr.tohoku.ac.jp

銀河のダークハロー構造の詳細を知ることは，ダークマターの性質を知る上で重要である．特に
銀河系矮小楕円体銀河は，その星の詳細な動力学解析からダークハロー構造を調べることができ
る． 筆者らは独自に構築した動力学解析手法を用いて矮小楕円体銀河のダークハロー構造，特に
中心部の密度分布を調べ，銀河によってその振る舞いが異なる，つまりダークハロー構造の多様性
を発見した．本稿では小質量銀河でのダークハロー構造を調べる重要性を述べた上で，筆者らの研
究成果について紹介し，この多様性を説明する理論メカニズム（の一部）について議論する．また
すばる望遠鏡を用いた矮小楕円体銀河の将来観測について述べ，ダークマター研究の今後の展開を
紹介する．

1. ダークマターの存在
電磁波では観測できない未知の物質の存在を最
初に示唆したのは，今から88年前の1933年，カ
リフォルニア工科大学の研究者であったFritz 
Zwickyである．彼はかみのけ座銀河団に所属す
る銀河の速度に対してビリアル定理を適用し，そ
れぞれの銀河を銀河団内に保持するために必要な
銀河団の総質量を見積もった．その結果，その総
質量は銀河団内にある銀河を足し合わせた質量の
400倍も重く，彼は「かみのけ座銀河団には目に
見えない物質があり，その見えない物質に支配さ
れている」と未知なる物質の存在を指摘した [1]．
その後，様々な天文観測から正体不明の物質の存
在が示唆されてきた．中でも1970年代終わりか
ら80年代にかけて，Vera Rubinらによる円盤銀

河の回転速度の観測から，銀河の回転曲線が円盤
の外側までほぼ一定であることが明らかになった
[2]．これは銀河円盤の光度分布から予測される
回転曲線とは大きく矛盾し，未知の物質が存在す
る確かな観測的証拠となった*1．
この未知の物質は「ダークマター」と呼ばれる

ようになり，WMAP衛星 [3, 4]やPlanck衛星 [5] 
による精密観測的宇宙論の進展により，宇宙の物
質の8割以上を占める重要な物質であることが明
らかになっている．しかし重要な物質であるにも
かかわらず，ダークマターの正体は今でも謎に包
まれており，この正体を解明することは現代物理
学の極めて重要な課題であると言える．

2. CDM理論とその問題点
無衝突ダークマターである冷たいダークマター

*1 これらの功績が讃えられ，2020年，現在建設中の大型シノプティック・サーベイ望遠鏡（Large Synoptic Survey Tele-
scope: LSST）を運用する天文台はVera Rubin天文台と名付けられた．
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Resonant SIDM

Two possibilities on the table

- explain only cuspy profile by taking 
a small cross section at low velocity

- leave cored profile for stellar 
feedbacks

3

of rSIDM halo dynamics on astrophysical observations.
We give concluding remarks in Section V.

II. METHODOLOGY

Resonant self-interaction. In the presence of a par-
ticle resonance mediating the self-scattering of DM, the
(spin-averaged) non-relativistic cross section � can be
parametrized as a sum of a constant piece �0 and res-
onant piece parametrized by a Breit-Wigner form [43]:

� = �0 +
4⇡S

mE(vrel)

�(vrel)2/4

[E(vrel) � E(vR)]2 + �(vrel)2/4
, (1)

where m is the DM mass, E(v) = (m/2)v2
/2, and S =

(2sR +1)/(2sdm +1)2 is the symmetry factor taking into
account the spin degrees of freedom of DM (sdm) and
the resonance (sR). The resonant velocity is given as
E(vR) = mR�2m where mR is the mass of the resonance.
We assume that the total decay width of the resonance is
dominated by R ! dm dm around the resonant velocity;
we parametrize the momentum-dependent decay width
as �(vrel) = mR�v

2L+1
rel , where L is the orbital angular

momentum for the self-scattering and � parametrizes the
coupling between the resonance and DM.

Inside a halo, we approximate that the scattering ve-
locity vrel follows the Maxwell-Boltzmann distribution
parametrized by the local one-dimensional velocity dis-
persion ⌫(r):

f(vrel; ⌫) =
v
2
rel

p
4⇡⌫3

exp

✓
�

v
2
rel

4⌫2

◆
. (2)

We will denote the distribution averaging by h·i; the inte-
gration range for vrel is taken to be from 0 to the local es-
cape velocity which is usually larger than the local veloc-
ity dispersion in the central region of a halo. In this work,
we take the local escape velocity to be infinity. Note that
the expectation value of the scattering velocity is given as
hvreli = (4/

p
⇡)⌫. The semi-analytic method of isother-

mal Jeans modeling is often used to fit the predicted
cSIDM halo profile to the observed astrophysical data
in the core expansion phase [26, 32, 47, 49, 51]; there,
the quantity inferred from observations is h�vreli/m (ver-
tical axis of Fig. 1) at a given DM scattering velocity
(one-dimensional velocity dispersion) that characterizes
the isothermal profile for the inner core (horizontal axis
of Fig. 1). As shown in Fig. 1, the dwarf/LSB galaxies
(red/blue data points) prefer h�vreli/(mhvreli) ⇠ 2 cm2

/g
around hvreli ⇠ 100 km/s, while the UFDs put a strin-
gent upper bound as . 0.1 cm2

/g at low velocities, i.e.,
. 30 km/s.

Such a sharp drop towards lower velocities is realized
in rSIDM in the limit of a narrow resonance width. The
resonant contribution, i.e., the second term in the RHS
of Eq. (1), to h�vreli/m around vrel = vR can be picked
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FIG. 1. Velocity-weighted average of the resonant SIDM cross
section per DM mass. The data points with error bars are
the inferred SIDM cross sections from field dwarf (red)/LSB
(blue) galaxies and galaxy clusters (green) [32]; the curves la-
beled by S1 (S2) and P1 are the best-fit curves to the data
points in the narrow (broad)-width s-wave and p-wave res-
onant scattering, respectively [43]. The colored regions are
inferred (1�) from UFDs (Willman 1 and Segue 1) [42]. Mo-
tivated from the stringent upper limit from the UFDs, we
explore the P2 and P3 benchmark parameters; they are the
same with the P1 benchmark, but with smaller o↵set cross
sections, i.e., 0.03 cm2/g and 0.001 cm2/g, respectively.

up by using a narrow-width approximation (NWA) [43]:
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which is a good estimation of h�vreli/m around the reso-
nance for �v

2L�1
R . 1. The resonant part in the narrow-

width limit exhibits the minimal transition width to-
wards lower velocities, �hvreli ⇠ vR/2; hereafter, we
will focus on this case. The peak of the distribution-
averaged cross section given in Eq. (3) happens at the
hvreli =

p
8/3⇡ vR.

In Fig. 1, we display the velocity dependence of
h�vreli/m for the benchmark parameters that fit the ob-
servations on dwarf/LSB galaxies and galaxy clusters,
i.e., S1, S2 and P1 [43]. The S1 (S2) benchmark repre-
sents the case of narrow (broad) s-wave resonance, i.e.,
L = 0; the rSIDM parameters for the S1 (S2) benchmark
are vR = 120 km/s (5035 km/s), � = 10�4.5 (10�1.1),
m/S

1/3 = 22GeV (16 GeV) and �0/m = 0.1 cm2
/g (⌧

0.1 cm2
/g). Away from the resonant velocities, the non-

vanishing Breit-Wigner distribution renders out-of-pole
contributions which have additional �-suppression com-
pared to the resonant one (see Appendix A for more dis-
cussion). The low-velocity limit of the out-of-pole contri-
bution to h�vreli/(mhvreli) is ⇠ 24(L+1)

⇡�
2
⌫

4L
/(m3

v
4
R)

which is not velocity-suppressed for the s-wave scatter-
ing. Such out-of-pole values can be larger than the taken
o↵set value �0hvreli/m. Nevertheless, one can always

Strong SIDM
- explain diversity by taking a further 
large cross section at low velocity
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- gravothermal collapse is sensitive 
to initial profiles and orbits in MW

σ/m < 0.1 cm2/g ⟨vrel⟩ ∼ 30 km/s

σ/m ∼ 40 cm2/g

Chu, Garcia-Cely, and 
Murayama, PRL, 2019

AK and Kim, arXiv:2304.12621
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- SIDM halo evolution: core expansion 
→ core collapse

- core expansion lasts till the temperature 
profile gets flat (thermalization)

Nishikawa, Boddy, and Kaplinghat, PRD, 2020
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FIG. 6. Snapshots of the halo evolution for an initially NFW profile with cross section per mass �m = 5 cm2/g at times
t̃ = 0, 1, 53, 351, and 374.56. The density profile and luminosity are shown on a log-log scale as functions of the radius.
The 3D velocity dispersion is plotted on a linear-log scale, with the linear axis given on the right. All the quantities are
represented as dimensionless variables, defined below Eq. (3d), with v0 ' 84 km/s, t0 ' 0.255 Gyr, and L0 ' 1.9⇥ 107 L� for
⇢s = 0.019 M�/pc

3 and rs = 2.59 kpc.

FIG. 7. Same as Fig. 6, but for a halo with an initially truncated NFW profile with rt = rs at t̃ = 0, 1, 5.2, 20, and 52.99.

part of the halo gets significantly colder, and the
temperature peak around r ⇠ rs becomes smaller
and narrower compared to the NFW profile with-
out truncation.

2. t̃ = 1: Core expansion. Compared to the initially
NFW halo in Fig. 6 at the same time, the core
is closer to being fully thermalized due to the less

pronounced peak in velocity dispersion.

3. t̃ = 5.2: Formation of the isothermal core. The
luminosity becomes entirely positive, and the core
expansion halts at a much earlier time than seen
in Fig. 6. As a result, the isothermal core is more
concentrated: its size is smaller, and its density is
higher (⇢c ' 7.1 ⇢s).
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FIG. 7. Same as Fig. 6, but for a halo with an initially truncated NFW profile with rt = rs at t̃ = 0, 1, 5.2, 20, and 52.99.

part of the halo gets significantly colder, and the
temperature peak around r ⇠ rs becomes smaller
and narrower compared to the NFW profile with-
out truncation.

2. t̃ = 1: Core expansion. Compared to the initially
NFW halo in Fig. 6 at the same time, the core
is closer to being fully thermalized due to the less

pronounced peak in velocity dispersion.

3. t̃ = 5.2: Formation of the isothermal core. The
luminosity becomes entirely positive, and the core
expansion halts at a much earlier time than seen
in Fig. 6. As a result, the isothermal core is more
concentrated: its size is smaller, and its density is
higher (⇢c ' 7.1 ⇢s).
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- core contraction proceeds by 
depositing heat to the outer region

- heat deposit → lower energy but higher 
temperature (negative heat capacity)
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FIG. 7. Same as Fig. 6, but for a halo with an initially truncated NFW profile with rt = rs at t̃ = 0, 1, 5.2, 20, and 52.99.

part of the halo gets significantly colder, and the
temperature peak around r ⇠ rs becomes smaller
and narrower compared to the NFW profile with-
out truncation.

2. t̃ = 1: Core expansion. Compared to the initially
NFW halo in Fig. 6 at the same time, the core
is closer to being fully thermalized due to the less

pronounced peak in velocity dispersion.

3. t̃ = 5.2: Formation of the isothermal core. The
luminosity becomes entirely positive, and the core
expansion halts at a much earlier time than seen
in Fig. 6. As a result, the isothermal core is more
concentrated: its size is smaller, and its density is
higher (⇢c ' 7.1 ⇢s).

Nishikawa, Boddy, and Kaplinghat, PRD, 2020

- SIDM halo evolution: core expansion 
→ core collapse
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- very sensitive to initial profiles 
and orbits in MW

- tidal stripping: different orbits in MW → 
different “initial” profiles 

8 Camila A. Correa

Figure 4. Left panel: Carina’s DM density at 150 pc, ⇢150, as a function of lookback time. The coloured lines correspond to the subhalo
model initialised with a di↵erent cross section value, ranging from �/m� = 32 cm2g�1 to �/m� = 40 cm2g�1, but the same initial virial
mass, M200, init = 2 ⇥ 109 M�. The dashed lines show the evolution of ⇢150 (and M200) in the scenario that the subhalo does not lose mass
from tidal interactions. The black symbols show the values of ⇢150 (and M200) taken from Kaplinghat et al. (2019), who assumed an
isothermal cored profile as well as NFW. Right panel: same as left panel, but showing the evolution of Carina’s virial mass, M200, as a
function of lookback time.

Figure 5. Same as Fig. 4 for the remaining subhaloes hosting the MW dSphs as indicated in each panel.

bols show the values of ⇢150 and M200 reported by Kapling-
hat et al. (2019), who assumed both an isothermal cored
(grey symbol), as well as NFW (black symbol), profile. We
derive M200 from the Vmax and Rmax estimations of Kapling-
hat et al. (2019) assuming an NFW profile for the subhalo
density.

The left panel of Fig. 4 shows that the central density
quickly drops when the core of the subhalo forms, and it
rises again as the core begins to collapse. For both cases,

with or without tidal stripping, the central density reaches
a minimum stable value, roughly independent of the cross
section. For the model that includes mass loss from tidal
stripping, the collapse time becomes shorter than the age of
the Universe (as also shown by e.g. Nishikawa et al. 2020),
and the central density reaches higher values for a higher
cross section.

The right panel shows that for the case of no tidal strip-
ping, the subhalo’s virial mass slightly increases during its
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- early stripping

- tidal stripping accelerates gravothermal collapse

- late stripping


