
PARTICLE ACCELERATION 
DURING RELATIVISTIC 

MAGNETIC RECONNECTION

KRZYSZTOF NALEWAJKO 

NICOLAUS COPERNICUS ASTRONOMICAL CENTER 
POLISH ACADEMY OF SCIENCES



NON-RELATIVISTIC MAGNETIZATIONS
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SWEET'S MECHANISM FOR MERGING MAGNETIC FIELDS 5!1 
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FzQ. 1--(a) Two widely separated bipolar sunspot groups at the same solar latitudes 
(b) The distortion of the bipolar fields as the groups are shoved together 
(c) The reconnection of the lines of force in a week or so, as a consequence of 

Sweet's mechanism 

Without Sweet's mechanism, the diffusion velocity would be c"/L•, which is equal 
to (I/L)ul :For the case of two bipolar sunspot fields of 1,000 gauss, L • 10•cm, 

= "'• 7 m/sec, "'• 1.8 X 10 TM 10-Sgm/cm •, we have Co -- • = esu, and p • 100 km/sec, u _-- 

Parker 
(1957)

σ =
B2/4π

ρc2 + uint + P
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Fig. E.1. The SED with the best-fitting model calculations.

Table D.1. Parametrization of the IC flux.

Coefficient Value
p0 . . . . . . . . . . . . . . . . . . . . . . . . −10.2708
p1 . . . . . . . . . . . . . . . . . . . . . . . . −0.53616
p2 . . . . . . . . . . . . . . . . . . . . . . . . −0.179475
p3 . . . . . . . . . . . . . . . . . . . . . . . . 0.0473174
p4 . . . . . . . . . . . . . . . . . . . . . . . . 0
p5 . . . . . . . . . . . . . . . . . . . . . . . . −0.00449161

Notes. The coefficients correspond to Eq. (D.1).

6%, less than 1% for p0 and p2 and about 1% for p1. The value
of p4 is set to zero since its relative error is otherwise around
150%, and thus p4 is not neccessary for a satisfactory fit.

Appendix E: Final SED
Figure E.1 summarizes the best fits for the constant B-field
model and the MHD flow model (see Sect. 2), together with all
data points of the references in Table 1 and in Aharonian et al.
(2004). Likewise, the scaling factors for the IACTs introduced
in Sect. 4 are also applied.
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the Chandra, NuSTAR, and Swift-XRT data. The list of all
supplementary material published along with this paper is
provided in Appendix B.

3.3. Single-zone Heuristic Modeling and Interpretation

As is the case for many nearby low-luminosity AGNs where
broadband SEDs are available, M87’s radio core and SED
indicate a multi-scale, stratified, and self-absorbed jet up to at
least 86 GHz (see Section 3.1 and Figure 16). As this requires
detailed dynamical modeling at a level that goes well beyond
the goal of this Letter, we have opted to use the simpler single-
zone approach common to many AGN blazar papers, in order
to highlight some baseline properties of the peak emission
regions. Furthermore, this approach will enable relative
comparisons to other M87 epochs, as well as to the other
AGNs observed by the EHT, which we plan to present in future
papers.

A structured, multi-zone jet can to first order be considered
as a summation of many single-zones. We consider two
different single-zones, one representing the launchpoint of the
jets and the EHT-detected emission region, and one roughly
100 times larger and thus probing a region further down in the
inner jets. For each of these size scales we also explore a
different approach. The first seeks to maximize the contribution
to the entire broadband SED from the most compact regions
imaged by EHT, while the second focuses on statistical fitting
of the X-rays, allowing an exploration of the degeneracies
inherent to such modeling. Both classes of model share a

spherical geometry, assume isotropy, and calculate synchrotron
and synchrotron self-Compton (SSC) emission, but otherwise
have somewhat different parameters and approaches. However,
in all cases the predicted radio emission must be at or below the
flux measured for the associated size scale, to avoid violating
the radio constraints. We have labeled these constraints for
clarity in Figure 16 as well as provide a quick-reference in
Table 1. It is important to emphasize that any single-zone
model that dominates over a large range of radio/mm
frequency will be in conflict with the core size constraints.
For all models, we take the mass to be MBH= 6.5× 109Me,

the distance to be 16.8 Mpc, and a source inclination (viewing
angle of the emitting region with respect to the line of sight) of
17°, as adopted by EHT Collaboration et al. (2019a).

Figure 16. Observed broadband SED of M87 quasi-simultaneous with the EHT campaign in 2017 April (see Table A8 in Appendix A) with fluxes measured by
various instruments highlighted with different colors and markers. Note that only every other point in the X-ray spectrum is plotted here and that one Fermi-LAT upper
limit is missing, off to the upper right of the figure. For the mm-radio VLBI, the upper limits on emission size for several representative frequencies are labeled to
clarify the constraints used in Section 3.3. An illustration of the resolved flux differences depending on spatial resolution is shown by the comparison of the differing
EHT and ALMA-only 230 GHz fluxes and size limits.

Table 1
Spatial Extent (Diameter of a Circle) within which Compact Radio Fluxes were

Measured with VLBI Observations at Each Frequency

Frequency Spatial Extent (Diameter)

(GHz) (mas) (rg)

230 0.06 15.5
129 1.0 260
86 0.2 52
43 0.5 130
15–24 1.0 260
8.4 1.5 390
1.7 5.0 1300
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reconnecting magnetic field 
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magnetic diffusion region (X-point)

E ~ (vin/c) B0 

vin ~ 0.1 vA 

vout ~ vA

Lakhina (2000)
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Figure 2. Reconnection in two-dimensional box with injection from top and bottom and outflowing boundaries on the left and
right. The upstream magnetic field is in the plane of the picture. The color represents the plasma density normalized to the
upstream value, n0. � = v/c is the typical inflow or outflow velocity. The image is taken from an actual simulation.

hereafter, we use subscript “0” for upstream values):

2�T
B2

0

8⇡
�2
rad = e�recB0, (2)

where �rec ⇡ 0.1 is the steady-state reconnection rate,
and �T is the Thomson cross section.

The radiation from a single plasma particle is de-
scribed by the synchrotron spectrum, peaking at fre-
quency !syn ⇡ eB0�2/mec. An important benchmark
energy for pair production is the electron (positron)
rest-mass energy, mec2, which determines the minimum
center-of-momentum energies for two photons to pair
produce. We are, thus, interested to know which plasma
particles radiate photons with characteristic energies
close to mec2. This sets another dimensionless parame-
ter – the Lorentz-factor of these particles, �c, determined
by

~eB0�2
c

mec
= mec

2. (3)

Combined together, the cold magnetization parame-
ter of the upstream, �c, radiation-reaction limit, �rad,
and the pair threshold parameter, �c, give the full de-
scription of the synchrotron-cooled reconnection prob-
lem. We can rewrite the definitions as

�2
rad ⌘

3�rec

2

Bcl

B0
, �2

c ⌘
↵Bcl

B0
=

BS

B0
, (4)

where ↵ is the fine-structure constant, 1/137, Bcl =
m2c4/e3 is the classical magnetic field, and BS =
m2

ec
3/e~ is the Schwinger field.

For a typical pulsar with the magnetic field at the light
cylinder B0 = BLC ⇠ 105 G, we find

�rad ⇡ 105
✓

B0

105 G

◆�1/2

, �c ⇡ 2 · 104
✓

B0

105 G

◆�1/2

.

(5)
For the Crab, with BLC ⇠ 4 ⇥ 106 G, these values are
�rad ⇡ 104 and �c ⇡ 3 ⇥ 103 (Uzdensky & Spitkovsky

2014), and the typical magnetization near the light
cylinder is 104-105. We, thus, have a hierarchy of en-
ergy scales with �c ⌧ �rad . �c, which we will use in
our simulations.

2.3. Two-photon pair production

Two photons can interact through the Breit-Wheeler
process to form an electron-positron pair, �� ! e�e+

(Breit & Wheeler 1934). This can happen if the center-
of-momentum energy of photons is greater than the rest-
mass energy of the electron-positron pair

s ⌘
1

2

"1"2
(mec2)2

(1 � cos �) > 1, (6)

where "1 and "2 are the lab frame photon energies, and
� is the angle between their momenta. The cross section
for this interaction behaves as

p
s � 1 near s & 1, peaks

around s ⇡ 2 and drops down as 1/s for s � 1. In
Figure 3 we show the magnitude of this cross section
plotted vs the relative angle of two interacting photons,
�, and the product of their energies measured in mec2.
White shaded region corresponds to values of s where
pair production is not possible.

Figure 3 demonstrates two important facts: the high
energy photons (" � mec2) pair produce preferentially
with the lower energy ones (" ⌧ mec2), while the ones
with intermediate energies (" ⇡ mec2) pair produce with
each other. Also, the small angle interactions with � ⇡ 0
are suppressed, while the head-on collisions, � ⇡ ⇡, are
more preferred.

We will consider a system to be optically thin to two-
photon pair production, ⌧�� ⌧ 1, if at all energies only
a small fraction of photons is converted to pairs. This
means that most of the photons stream freely out of
the system without any interactions. Note also, that
this condition is hardest to satisfy for the highest energy
photons, since they typically have a high pair production

Hakobyan, Philippov & Spitkovsky (2018)

Lakhina (2000)
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• ion/electron skin depth 

 

• nested diffusion regions 

 

where  

• reconnection rate: 

d =
mc2

4πe2n

S =
di

Li
=

de

Le
≃

μ1/4 − 1
3(μ1/4 + 1)

= 0.49

μ = mi /me = 1836

β ≃ S 1 − S2 ( 1 − S2

1 + S2 )
2

= 0.16

2

plasmas, we use PIC simulations to investigate the role
of Hall electromagnetic fields in energy conversion and
kinetic heating near the x-line. The cross-scale coupling
from the mesoscale upstream MHD region, the IDR, and
down to the electron di↵usion region (EDR) is treated to
obtain a prediction of the reconnection rate. Finally, we
extend the discussion to systems without the Hall term,
including electron-positron (pair) plasmas and resistive-
MHD reconnection, explaining why the former is fast
while the latter does not have an open outflow and is
slow. We show that the same theoretical approach leads
to the Sweet-Parker scaling, and provides the reason of
why Sweet-Parker reconnection has a system-size long
di↵usion region.

II. RESULTS

We use 2-D PIC simulations to illustrate the key fea-
tures of energy conversion in the di↵usion region. Details
of the simulation setup are in the “Methods” section.
The units used in the presentation include the ion cy-
clotron time ⌦�1

ci
⌘ (eBx0/mic)�1, the Alfvén speed VA0

⌘ Bx0/(4⇡n0mi)1/2 based on Bx0 and the background
density n0, and the ion and electron inertial length ds ⌘

c/(4⇡n0e2/ms)1/2 for species s = i and e, respectively.
The ion to electron mass ratio is mi/me = 400 and the
background plasma beta is � = 0.01.

A. The role of Hall electromagnetic fields

Figure 1a shows the out-of-plane magnetic field By at
time 48/⌦ci, which is the Hall quadrupole field within the
IDR of magnetic reconnection in collisionless electron-ion
plasmas [55]. Importantly, this Hall quadrupole mag-
netic field By along with the inward-pointing Hall elec-
tric field Ez, shown in Fig. 1b, constitute a Poynting
vector Sx = �cEzBy/4⇡ in the x-direction. This com-
ponent diverts the inflowing electromagnetic energy to-
ward the outflow. This is shown by the streamlines of
S = cE⇥B/4⇡ in yellow, which bend in the x direction
significantly before reaching z = 0. These Hall electro-
magnetic fields arise from the Hall term in the generalized
Ohm’s law [25, 49, 50], E+Vi ⇥B/c = J⇥B/nec�r ·

Pe/ne+(me/e2)d (J/n) /dt where d/dt ⌘ @t� (J/ne) ·r.
The left-hand side (LHS) is the ideal electric field that
becomes finite when the ion frozen-in condition is vio-
lated. Terms on the right-hand side (RHS) contribute to
this violation in kinetic plasmas, including the Hall term,
the electron pressure divergence term, and the electron
inertia term. Fig. 1c shows the terms in the out-of-plane
(y) component of Ohm’s law in a vertical cut through
the x-line; the Hall term (J⇥B)y/nec (in purple) is the
dominant term supporting the reconnection electric field
Ey (in red) between the ion inertial scale di and the elec-
tron inertial scale de. The Hall term arises because of
the decoupling of the relatively immobile ions from the

Ey

�(J � B)y/nec

�(me/e2)�t(Jy/n)
(me/e2)(J/ne) � �(Jy/n)

(E + Ve � B/c)y

de

total
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FIG. 1. Hall electromagnetic fields and the generalized
Ohm’s law. a) The Hall magnetic field By and b) the Hall
electric field Ez (normalized by Bx0) overlaid with Poynting
vector S streamlines (yellow) at time 48/⌦ci. c) The out-of-
plane component of terms in the generalized Ohm’s law (nor-
malized by Bx0VA0/c) across the x-line in the inflow direction.
Variables E, B, Vi, Ve, J, Pe, n, e, me and c are electric field,
magnetic field, ion velocity, electron velocity, current density,
electron pressure tensor, density, proton charge, electron mass
and the speed of light, respectively. The vertical red trans-
parent band marks the electron di↵usion region (EDR).

motion of electrons that remain frozen-in to the mag-
netic fields [55]. Electrons, the primary current carrier
within the IDR (i.e., J ' �enVe), then drag (both re-
connected and not-yet reconnected) magnetic field lines
out of the reconnection plane, producing the out-of-plane
quadrupolar Hall magnetic field [51, 53, 56, 57].
Since the Hall term dominates the electric field E '

EHall = J⇥B/nec inside the IDR, then r·S = �J·E ' 0
per Poynting’s theorem in the steady state. Along the in-
flow symmetry line (x = 0) toward the x-line magnetic
energy B

2
/8⇡ ! 0 since |Bx| decreases. Also, Bz = 0

and By = 0 (in antiparallel reconnection) due to symme-
try. Consequentially, r ·S ' 0 requires the S streamlines
to be diverted to the outflow direction as illustrated in
Fig. 2a (also shown in Fig. 1a-b, consistent with the pres-
ence of Sx = �cEzBy/4⇡). Since Poynting flux trans-
ports electromagnetic energy, this S streamline pattern
implies an energy void centered around the x-line. This
pattern introduces the localization to the di↵usion region,
even in an initially planar current sheet. In contrast, in
resistive-MHD, r · S = �J · E ' �⌘J

2

y < 0 where ⌘ is
the resistivity. Thus, as illustrated in Fig. 2b, S stream-
lines do not need to bend (i.e., Sx ' 0), instead ending
and distributing energy uniformly on the outflow sym-
metry line (z = 0). This is why the di↵usion region in
Sweet-Parker reconnection is not localized.
To quantify the degree of localization, we need to
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FIG. 4. Diagrams of di↵usion regions for theoretical
modeling. a) The Gaussian surface (1-2-3-4) in the `(z) ! 0
limit that is used to calculate the ion pressure buildup Pizz|dedi
between the electron inertial scale (de) and ion inertial scale
(di). The x-line is located at the lower-left corner (point 5).
`(z) is the distance between the ion streamline and the in-
flow symmetry line (line 1-5) as a function of z. The down-
ward purple, green and orange arrows represent the incoming
Poynting flux Sz, enthalpy flux Hz, and ion velocity Viz, re-
spectively. b) The two-scale di↵usion region structure used
to derive Bxe/Bxi. The blue box represents the ion di↵usion
region (IDR) and the red box represents the electron di↵usion
region (EDR). Vin,i (Vin,e) is the ion (electron) inflow velocity
at the ion (electron) inertial scale where the local magnetic
field is Bxi (Bxe). VAi and VAe are the ion Alfvén speed and
electron Alfvén speed based on the local quantities, respec-
tively. c) The region used to derive the slope of the separatrix,
Slope. The blue (red) box represents the IDR (EDR). The blue
solid line depicts an upstream magnetic field B line adjacent
to the separatrix shown by diagonal dashed lines.

the Gaussian surface 1-2-3-4 is (3/2)Pizz|deViz(de)`(de)`y
� (3/2)Pizz|diViz(di)`(di)`y ' (3/2)Pizz|

de
di
Viz(di)`(di)`y,

where Pizz|
de
di

⌘ Pizz|de � Pizz|di . Equating this quantity
with the RHS of Eq. (3) gives

Pizz|
de
di

'
2

3

✓
B

2

xi �B
2

xe

8⇡

◆
. (4)

Since no work is done on electrons outside the EDR,
Pezz|

de
di

' 0 and thus the total thermal pressure di↵er-

ence Pzz|
de
di

' Pizz|
de
di
. This thermal pressure increase is

smaller than the magnetic pressure drop (B2

xi �B
2

xe)/8⇡
between the di- and de-scale, so there is insu�cient
pressure to balance forces in the z-direction without the
bending of field lines, and Hall reconnection opens into a
Petschek-type geometry. This predicted value of Eq. (4),
calculated using the measured Bxi and Bxe, is plotted as
a horizontal magenta line in Fig. 3e and compares well
with the measured Pizz|

de
di

(green).

D. Available magnetic energy at the EDR scale

In order to estimate the relative magnetic pressure (en-
ergy) at the EDR, we write

cEyi

BxiVAi

=
Vin,i

VAi

'
di

Li

⇠
de

Le

'
Vin,e

VAe

=
cEye

BxeVAe

. (5)

The quantities are defined and illustrated in Fig. 4b. The
first and last equalities come from the frozen-in condi-
tions Eys = Vin,sBxs/c at the inflow edges of the IDR
and EDR for s = i and e, respectively. We use incom-
pressibility for the second and fourth equalities. For the
third equality, we use a geometrical argument that the
magnetic field line threading the x-line and the corners
of the EDR and the IDR is approximately straight, re-
sulting in a similar aspect ratio for the EDR and the IDR.
At the ion-scale, the outflow speed is the ion Alfvén speed
VAi ⌘ Bxi/(4⇡nmi)1/2. In contrast, the electron outflow
speed is the electron Alfvén speed based on the local con-
ditions, VAe ⌘ Bxe/(4⇡nme)1/2, since ions decouple from
the motion of magnetic field lines in the electron-scale in-
side the IDR [20].
By equating the first and last terms and noting that

Ey is uniform in 2D steady-state per Faraday’s law (seen
in Fig. 1c), we find

B
2

xe

B
2

xi

'

✓
me

mi

◆1/2

. (6)

Note that the equality between the first and the last
terms is consistent with the high-cadence observation
of Magnetospheric Multiscale Mission (MMS) [60]. For
mi/me = 400 as in the simulation, B

2

xe/B
2

xi ' 0.05.
The predicted B

2

xe/8⇡ based on the measured B
2

xi/8⇡ in
Fig. 3e compares well with the small B2

x/8⇡ (' B
2
/8⇡

in black) value at the de-scale. For the real proton to
electron mass ratio mi/me = 1836, B

2

xe/B
2

xi ' 0.023.
The smallness of B2

xe/B
2

xi makes the contribution of the
pressure depletion within the EDR negligible. However,
this imbalanced pressure becomes critical in pair plasmas
where the EDR is the same as the IDR, as discussed later.

E. Cross-scale coupling and the rate prediction

To predict the reconnection rate, we use the force-
balance condition rB

2
/8⇡ + r · P = B · rB/4⇡ and

geometry to couple the solutions at the IDR, EDR and
the upstream MHD region. First, we discretize this equa-
tion at point 7 of Fig. 4c. In the z-direction,

B
2

xi �B
2

xe

8⇡(di � de)
�

Pzz|
de
di

di � de
'

✓
Bxi +Bxe

2

◆
2Bz8

4⇡Li(di � de)/di
.

(7)

Liu et al. (2022)



PETSCHEK MODEL IN RELATIVISTIC PAIR PLASMA

3

�4 �3 �2 �1 0 1 2 3 4
z/de

�2

�1

0

1

2 (E + V ⇥ B)y
1

�en��jP yj

1
�en��jEUyUj

1
�en��jQyj

1
�en��tT 0y

Eq. (3)

(a)

�200 �100 0 100 200
z/de

0

10

20

30

40

B2/8�
R

dz B · �Bz/4�

Pzz,totR
dz �tSz

total

(b)

�200 �100 0 100 200
z/de

0.0

0.5

1.0

1.5

n�

|B|n0/nB0

(c)

FIG. 2. Panel (a) shows the out-of-plane electron Ohm’s law around the x-line. Panel (b) plots the total pressure balance including
both species along the inflow symmetry line, demonstrating that Pzz |xline ⌧ B2

x0/8⇡. The Poynting flux time derivative balances
fluctuations far upstream. Panel (c) shows the electron proper density n0 and the normalized |B|/n ratio along the inflow symmetry
line. Orange vertical bars show the prediction of the diffusion region thickness based on Eq. (3). All plots are from the �0,init = 100
simulation run at t = 379/!p, but similar features are observed in all runs.

In this work we aim to analytically show that Pzz|xline

(i.e, a thermal spread in vz) is significantly lower than the
asymptotic magnetic pressure in the large-�0 limit (as in
the comparison of the green and red curves in Fig. 2(b))
because the current carrier bulk flow kinetic energy takes
most of the incoming magnetic energy. While there is in
reality some thermal spread, for the purposes of this model
we assume the plasma is cold in the vy and vx directions,
which minimizes the energy required to sustain the current.
Since d3u = �5d3v, we consider the distribution function
g ⌘ �5f = F (vz)�(vx � Vx)�(vy � Vy), so that g is the
number density in 3-velocity phase space. Then
⇣
T 0x
(+) + T 0x

(�)

⌘���
2

⇡ 2m
Z

f2uxcd
3u = 2m

Z
g2�vxcd

3v

= 2mVx2c
Z

F2(vz)�(vz)dvz

= 2h�(vz)i2n2mc2Vx2. (8)
where we define �(vz) ⌘ �(vx = Vx, vy = Vy, vz) and
the ensemble average hAi ⌘

R
gAd3v/

R
gd3v. Lastly,

the inflowing electromagnetic energy flux T 0z
EM |1 =

�EyBxm/4⇡. The plasma is frozen-in in the upstream,
so Ey = �Vz1Bxm. The result is

T 0z
EM

��
1
=

B2
xm

4⇡
Vz1. (9)

In the |@xBz| ⌧ |@zBx| limit, we can igore the outflowing
EM energy flux: T 0x

EM |2 ⇡ 0. Combining Eqs. (7, 8, 9)
with Eq. (6), we obtain

2n1mc2 +

B2
xm

4⇡

�
Vz1`+ 2h�(vz)i2n2mc2Vx2� ⇡ 0.

(10)
With the particle number continuity equation n1Vz1` +
n2Vx2� = 0, we solve Eq. (10) for

h�(vz)i2 ⇡ 1 +
�m

2
. (11)

Finally, we can estimate the x-line pressure. At the mid-
plane Vz = 0, so the total Pzz at surface 3 is given by
⇣
T zz
(+) + T zz

(�)

⌘���
3
= 2m

Z
f3

u2
z

�
d3u = 2m

Z
g3�v

2
zd

3v

= 2mc2
Z

F3�(vz)
⇥
1 � V 2

x3 � V 2
y3 � 1/�(vz)

2
⇤
dvz

= 2n3mc2
"

h�(vz)i3
�2
y

�

⌧
1

�(vz)

�

3

#

(12)

where we used the fact that Vx3 ! 0 in the ` ! 0 limit.
Using the inequality h1/Ai � 1/hAi for A > 0 and n3 =
�yn0

3, we then arrive at
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3mc2
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�y

h�(vz)i3

�
. (13)

Eq. (13) makes clear the factors affecting the x-line ther-
mal pressure. h�(vz)i3 is controlled by the energy per
particle that includes thermal motions in vz . �y is purely
controlled by the current carrier bulk flow. If all available
energy is used to drive the current, then �y ' h�(vz)i3,
and Pzz|xline becomes very small. Conversely, if only a
small fraction of the total energy is needed to drive the
current, Pzz|xline can become significant. Approximating
h�(vz)i3 ⇡ h�(vz)i2 in the ` ! 0 limit, we substitute
Eq. (11) for h�(vz)i3 and Eq. (4) for �y to solve for the
x-line pressure ratio:
8⇡ Pzz|xline
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 2
[2 + (�m/2)] (n0

3/n1) � 1

[1 + (�m/2)]
p
1 + (�m/2)(n1/n0

3)
.

(14)
The only free parameter in Eq. (14) is the proper compres-
sion ratio n0

3/n1. To determine this ratio, we first observe
in simulations that the proper density around the x-line
matches the inflow asymptotic density: n0

3 ⇡ n0. Sec-
ond, the upstream magnetic flux tube expands close to the
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rent sheet half-thickness � in the z-direction and has small
width ` ⌧ � in the x-direction, as shown in Fig. 1(b). The
inflow, outflow, and out-of-plane directions are z, x, and
y, respectively. The asymptotic background conditions of
magnetic reconnection can be very different than the mi-
croscale conditions at the edge of the diffusion region, as il-
lustrated in Fig. 1(a) [21]. Thus asymptotic and microscale
quantities are denoted with ‘0’ and ‘m’ subscripts, respec-
tively. We will also refer to local quantities around the dif-
fusion region by the labelled surfaces in Fig. 1(b). Note
that surface 1 is at the microscale. Electron and positron
species are specified by (�) and (+) subscripts, but due to
the symmetry between species, we omit subscripts unless
relevant.

Quantities in the proper frame of a species are primed.
Roman letters index the 3-dimensional Euclidean space
(i = x, y, z). Greek letters index the 4-dimensional flat
space-time (↵ = 0, x, y, z), and we use the mostly-positive
metric tensor ⌘↵� = diag(�1, 1, 1, 1). The speed of light
c = 1, but we write the unit where instructive. In the fol-
lowing analysis, we follow the tensor formalism of Zeni-
tani [24]. The stress-energy (SE) tensor is obtained from
the particle 4-velocity u↵ = (�, �v) and Lorentz factor
� = 1/[1 � v2]1/2 as

T↵� = m
Z

f(u)u↵u� d
3u

�
, (1)

which is a 4-tensor because it is a linear combination of the
dyadic 4-tensor u↵u� and since the distribution function
f(u) and d3u/� are both Lorentz invariant. The normal-
ization of f(u) is defined by

R
f(u)d3u = n. Although

generally not explicitly denoted, f(u) is also a function of
location.

For the remainder of this work, all velocities refer to
the Eckart velocity. The Eckart 4-velocity U↵

E ⌘ N↵/n0

where N↵
⌘

R
f(u)u↵ d3u

�
is the particle number flux 4-

vector and n0 = (�N↵N↵)1/2 is the proper density [25].
In the Eckart frame, the spatial components U i

E = 0, and
thus the spatial components of the particle number flux 4-
vector vanish (i.e., N i = 0), indicating the rest frame of the

bulk fluid. Similarly, the Eckart 3-velocity V i
E ⌘ U i

E/�E

with �E ⌘ 1/[1 � V 2
E ]

1/2 the Lorentz factor of the Eckart
frame. Hereafter, we set U↵ = U↵

E and V i = V i
E .

With this background, the relativistic electron Ohm’s law
is written as

E+V⇥B = �
1

�en0

⇥
@j

�
EU iU j +Qij + P ij

�
+ @tT

i0
⇤

(2)
where Qij is the heat flux tensor and P ij is the pressure
tensor [24]. See the Appendix for the full derivation. It is
known that in the relativistic regime, the bulk inertia term
of Ohm’s law balances the reconnection electric field Ey

at the edge of the diffusion region [24, 26, 27], as seen by
comparing the blue to red curve in Fig. 2(a). In the Ap-
pendix, we evaluate Eq. (2) at the transition region close to
surface 1 and find that the current sheet width is approxi-
mately the pair plasma inertial length based on the proper
density inside the current sheet:

� ⇡

s
mc2

8⇡n0
3e2

. (3)

This prediction is validated in Fig. 2(a) and has been noted
in previous works [11, 28]. Close to the x-line, the rel-
ativistic compression of the plasma in the current sheet
is based on the Lorentz factor of the bulk flow in the y-
direction, �y ⌘ 1/[1 � V 2

y3]
1/2, so that Ampere’s law is

Bxm/4⇡� = 2en0
3�yVy3. Plugging in Eq. (3), we solve

for

�y ⇡

s

1 +
�m

2

✓
n1

n0
3

◆
(4)

where �m = B2
xm/4⇡n1mc2 is the microscale magnetiza-

tion parameter.
Next, we consider the energy available to support the x-

line plasma pressure. The energy conservation equation is
obtained from the vanishing 4-divergence of the time com-
ponent of the total SE tensor:

@↵

⇣
T 0↵
(+) + T 0↵

(�) + T 0↵
EM

⌘
= 0 (5)

where T↵�
EM = (1/4⇡)

⇥
F↵µF �

µ � ⌘↵�Fµ⌫F µ⌫/4
⇤

is the
electromagnetic SE tensor. We wish to analyse this equa-
tion within the Gaussian surface indicated by the dotted
box Fig. 1. By symmetry around the x-line, the energy
fluxes through surfaces 3 and 4 vanish. In steady state
@t = 0, so we use the divergence theorem to rewrite Eq. (5)
as Z

1

⇣
T 0z
(+) + T 0z

(�) + T 0z
EM

⌘
dx

+
Z

2

⇣
T 0x
(+) + T 0x

(�) + T 0x
EM

⌘
dz = 0. (6)

With a cold upstream plasma, � ' 1 in the inflow region.
Thus by Eq. (1),

⇣
T 0z
(+) + T 0z

(�)

⌘���
1

⇡ 2n1mc2Vz1. (7)
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where Qij is the heat flux tensor and P ij is the pressure
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known that in the relativistic regime, the bulk inertia term
of Ohm’s law balances the reconnection electric field Ey

at the edge of the diffusion region [24, 26, 27], as seen by
comparing the blue to red curve in Fig. 2(a). In the Ap-
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surface 1 and find that the current sheet width is approxi-
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tion parameter.
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to fast reconnection. We derived a simple scaling relation
8⇡Pzz|xline/B2

x0 ⇠ 2
p
2/�0 in the �0 � 1 limit. The

predicted reconnection rates agree well with PIC simula-
tions.

While the reconnection outflow geometry opens out due
to x-line pressure depletion in both astrophysical plasmas
and non-relativistic electron-ion plasmas, the exhaust dy-
namics can be different. In the latter, the exhaust pressure
can build up because Hall electromagnetic fields divert en-
ergy to the outflow region, and the energy required for the
primary current carrier (electrons) is negligible [20]. This
results in a single, stable x-line. In contrast, pair plasma
reconnection lacks the diversion of energy flow by Hall
fields, and the relativistic current carriers take significant
energy, causing low pressure within exhausts as well. Thus,
the current layer can collapse even in the “once opened” ex-
haust region, explaining the bursty nature that recursively
triggers and ejects magnetic islands [22]. This time de-
pendency, however, is not the driver and does not affect the
average reconnection rate in collisionless plasmas. In com-
parison, the current in relativistic MHD models requires no
energy, and the plasmoid instability was invoked to explain
the fast rate [33, 34].

More work is needed to understand how this model cou-
ples with theories of turbulent driving and onset. While
MHD-scale turbulence may enable fast reconnection to
proceed independently of kinetic physics in the current
sheet [35], some evidence shows that kinetic (de-scale) re-
connecting layers persist and dominate a current sheet that
is filled with external and self-generated turbulence [36].
Moreover, kinetic effects may enhance reconnection rates
in the presence of broadband turbulence [37]. In these
cases, turbulent driving may lead to fast reconnection on
kinetic scales, as detailed in this work. A resolution to this
complex interplay requires separate dedicated efforts.

In summary, our model provides the critical theoretical
foundation for fast reconnection in collisionless astrophys-
ical plasmas. We expect these fundamental considerations
of the current-carrier requirement and x-line energy budget
to carry over to three-dimensional (3D) systems.
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Appendix on the derivation of the relativistic Ohm’s law
and the diffusion region width– The following derivation
of the relativistic Ohm’s law is due to Zenitani [24]. The
stress-energy tensor can be decomposed as

T↵� = EU↵U� +Q↵� + P↵� (19)

where U↵ is an arbitrary flow 4-velocity. With �↵�
⌘

⌘↵�+U↵U� as the projection tensor, E ⌘ T↵�U↵U� is the
energy density in the U↵-moving frame. Q↵� = q↵U� +
U↵q� is the heat flux tensor, where q↵ ⌘ ��↵

�T
�µUµ is

the heat flux 4-vector. P↵�
⌘ �↵

µ�
�
⌫T

µ⌫ is the pressure
tensor projected in the U↵-moving frame.

With U↵ = U↵
E (the Eckart 4-velocity), the energy-

momentum equation for the electron species is then given
by

@�T
↵�
(�) = �en0F↵�U� (20)

where F↵� is the electromagnetic tensor. The relativistic
electron Ohm’s law is obtained from the space components
of Eq. (20):

E+V⇥B = �
1

�en0

⇥
@j

�
EU iU j +Qij + P ij

�
+ @tT

i0
⇤
.

(21)
Here V is the electron Eckart 3-velocity, and � is the
Lorentz factor of the Eckart frame.

As discussed the main text, it is known that in the rela-
tivistic regime, the bulk inertia term of the Ohm’s law bal-
ances the reconnection electric field Ey at the edge of the
diffusion region [24, 26, 27]. Note that the edge of the dif-
fusion region coincides with the edge of the current sheet.
Thus we evaluate Ohm’s law at the transition region close
to surface 1 as follows:

Ey = �Vz1Bxm ⇡ �
1

�en0@j

�
EUyU

j
�����

1

. (22)

At the very edge of the current sheet, the plasma has not
yet been accelerated and is essentially in its upstream state,
where �1 ⇡ 1, Uy1 ⇡ 0, and the internal energy E1 ⇡

n0
1mc2. In addition, the z-direction derivative dominates,

so that @j (EUyU j) ⇡ @z (EUyUz). Since Uy1 ⇡ 0, the
product rule implies that

@z (EUyUz)|1 = EUz(@zUy)|1 = E�Vz(@zUy)|1 (23)

With Uz1 = �1Vz1, we can rewrite Eq. (22) as

Bxm ⇡
mc2

e
(@zUy)|1 . (24)

At the transition region, Uy is very small but has begun to
increase towards its peak value at the center of the current
sheet. Hence (@zUy) |1 ⇡ �Uy3/� = Jy3/2en0

3�.
Finally, use Ampere’s law Bxm/4⇡� = Jy3 to conclude

that the current sheet width is given by the pair plasma in-
ertial length evaluated inside the current sheet:

� ⇡

s
mc2

8⇡n0
3e2

. (25)

Appendix on the simulation details– Simulations are per-
formed with VPIC, which evolves particles with the rela-
tivistic Vlasov equation and fields with Maxwell’s equa-
tions [38]. We test initial asymptotic magnetizations of
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Fig. 1.—Snapshot of magnetic reconnection region of and at . The solid lines and the vectors show magnetic!25.6 ≤ X/l ≤ 25.6 !9.6 ≤ Z/l ≤ 9.6 t/t p 80.6A

field lines and plasma flows, respectively. The color contour represents the plasma density, which is normalized by the initial density in the plasma sheet .n0

Fig. 2.—Energy spectra in the system. Dashed and solid lines in (a) represent energy spectra over the whole simulation box at and 80.6, respectively.t/t p 11.5A

Dotted line shows the partial energy of particles only around the X-type region ( and ) at . (b) Another view of!16.0 ≤ X/l ≤ 16.0 !6.4 ≤ Z/l ≤ 6.4 t/t p 80.6A

the energy spectra around the X-type region in the log-log scaling (solid line; and ). It is noticeable that these spectra are!16.0 ≤ X/l ≤ 16.0 !6.4 ≤ Z/l ≤ 6.4
well matched to the power-law distribution with an index of 1 (dashed line). Later in the simulation time, at , this spectrum evolves into the dottedt/t p 92.4A

line and its highest energy edge reaches up to . It maintains the power-law relation.238mc

grids. The magnetic field, plasma density, and distribution func-
tion of plasmas are described by ,B(z) p B tanh (z/l) · x0

, and!2 2n(z) p n cosh (z/l) f p n(z) exp {!m[u " (u !0 x y

, respectively. The typical particle kinetic energy2 2U) "u ]/2T}z

is in our condition. The total number of particles is20.25mc
. The particle density in the plasma sheet is76.7# 10 n ∼PS
pairs per grid, while –7 pairs in the lobe.27.7# 10 n ! 6Lobe

We use the double periodic boundary condition; therefore, the
system size of each plasma sheet is and!51.2 ≤ X/l ≤ 51.2

. We assume a thin plasma sheet, where the!12.8 ≤ Z/l ≤ 12.8
thickness is comparable with the typical Larmor radius of par-
ticles, .l p 2rL
We assume that the cyclotron frequency in the lobe is equal

to the plasma frequency in the current sheet, , whereQ p qc pe
and . Thus, the reconnection2 1/2Q p eB /mc q p (4pn e /m)c 0 pe 0

outflow, whose speed is known to be an Alfvén velocity of the
system , is expected to be on the or-2 1/2V ∼ c/ [1" 2(q /Q ) ]A pe c

der of the speed of light.
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particle-in-cell simulations: Zenitani & Hoshino (2001)

give a self-consistent equilibrium for the reconnection layer.
Once we have this equilibrium, we can determine the distri-
bution function of the accelerated leptons. Section 2 of this
paper develops the theory, and x 3 discusses the methods
and results. Section 4 gives the conclusions of this work.

2. THEORY

2.1. Physical Picture

The geometry of the stationary (@=@t ¼ 0) reconnection
region is shown in Figure 1. The magnetic field B ¼
Bxðx; yÞx̂xþ Byðx; yÞŷy has an X-point in the ðx; yÞ-plane
at x ¼ 0; y ¼ 0. A uniform electric field exists in the
z-direction, E ¼ E0ẑz, with

D

! E ¼ 0 and E0 < 0. There-
fore, the lepton gas drifts with velocity vdy ¼ cEzBx=B

2 in
the y-direction toward the magnetic X-point from above
and below. Because the gas is electrically neutral, there is no
net current due to this drift (both electrons and positrons
drift with the same velocity in the same direction).

The B-field vanishes at the X-point, and consequently, in
the vicinity of this point the particle motion is dominated by
the electric field. The electric field accelerates electrons
in, for instance, the +z-direction, and positrons in the %z-
direction. This gives a current density in the %z-direction.
As the leptons are accelerated in the &z-directions, their
motion is ‘‘ bent ’’ into the &x-directions by the ðv! B=cÞx
force. At a large enough distance jxj from the X-point, the
magnetic field becomes dominant, and the particles exhibit
the usual drifts (Northrop 1963, pp. 27-35).

The electrons and positrons are confined near y ¼ 0 by
the Bx magnetic field. If a particle drifts into the X-point
from above and then overshoots the y ¼ 0 plane, the E ! B
drift will then deaccelerate the particle and return it toward
the y ¼ 0 plane. The particles also drift in the x-direction
with velocity vdx ¼ %cEzBy=B

2. Both electrons and posi-
trons drift away from the X-point. This is due to the compo-
nent of the B-field in the y-direction. Since the x-drifts for
electrons and positrons are in the same direction, there is no

net current in the x-direction. Since both positrons and elec-
trons enter the X-point from both sides (y > 0 and y < 0),
the net contribution of the y-motions cancels, and there is
no y-direction current.

We make the simplifying approximation of neglecting the
y-thickness of the current layer. In this case, the particles
move in the y ¼ 0 plane. We therefore treat equilibria where
the particles drift from above and below into the y ¼ 0
plane, where they are accelerated in the &z-directions and
then expelled in the &x-directions. Thus, we calculate the
particle orbits ½xðtÞ; 0; zðtÞ(. Knowing the particle motion
allows us to calculate the surface current density JzðxÞ.
From this we calculate the self-magnetic field. We then use
the self-field to recalculate the particle orbits. We iterate on
this process so that we get a self-consistent solution of
the self-magnetic field and the particle orbits. The self-
consistent orbits of the leptons can then be used to derive
the energy spectrum of the accelerated leptons.

2.2. Single-ParticleMotion

The magnetic field can be written as B ¼

D

! ½Azðx; yÞẑz(;
whereAz is the total vector potential. For specificity we con-
sider an X-type null point of the B so thatAzðx; yÞ is an even
function of both arguments. The magnetic field consists of
an ‘‘ external ’’ component due to distant currents and the
‘‘ self-field ’’ due to local currents. The external component
Aext

z is divergence and curl free. We take the leading terms of
a Taylor expansion of this field,

Aext
z ¼ B0

2L
ðx2 % y2Þ ;

so that

Bext
x ¼ B0

y

L
; Bext

y ¼ B0
x

L
; ð1Þ

where B0 > 0 without loss of generality. Earlier, Bulanov &
Sasorov (1976) studied the relativistic particle orbits and the
particle energy distributions in this type of external field.
The total field is given by

Atotðx; yÞ ¼ Aext þ Aself ; ð2Þ

Atot is an even function of both arguments, but its depend-
ence on ðx; yÞ is changed by the self-field.

We consider quasi-stationary conditions so thatD

! E ¼ 0 and thus E ¼ %

D

!; which is the external electric
field. The relevant solution is E ¼ E0ẑz and! ¼ %E0z, where
E0 ¼ const < 0. This corresponds to plasma flowing into
the X-point from above and below the y ¼ 0 plane. Because
we consider an electron-positron plasma, the ‘‘ self-electric
field ’’ is zero, and the total electric field is E0ẑz.

The single-particle motion is described by the Lagrangian

L ¼ %mc2
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1% !2

p
þ q

c
Azvz % q! ; ð3Þ

where ! ) jvj=c and the electrostatic potential ! ¼ %E0z.
The corresponding Hamiltonian is

H ¼ P % q

c
A

" #2
þm2c4

$ %1=2
þq! ;

where P is the canonical momentum. Because @L=@t ¼ 0,
H ¼ const, which is the single-particle energy.
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Fig. 1.—Geometry of magnetic field reconnection layer
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plane, ½xðtÞ; 0; zðtÞ$. The initial position of the particle in
the y ¼ 0 plane is x0 and some value of z. We denote
the number flux density of particles (electrons + positrons)
inflowing from above and below the y ¼ 0 plane as
Fðx0Þ (number per square centimeter per second). The sim-
plest case is that of a uniform density of inflowing plasma,
where

F ¼ 2n1cE ; ð13Þ

where n1 is the number density (per cubic centimeter) of
electron plus positron density at large distances and where
the factor of 2 comes from the two sides of the current layer.
The motion of a single particle starting from position x0 is
described by its position ½xðtjx0Þ; 0; zðtjx0Þ$ and its velocity
½vxðtjx0Þ; 0; vzðtjx0Þ$.

The surface current density (charge per centimeter per
second) for each initial x0 is then given by

Jzðxjx0Þdx0 ¼ qNðxjx0Þhvzðxjx0Þidx0 ; ð14Þ

whereNðxjx0Þ (per cubic centimeter) is the surface number
density (of electrons and positrons) at x launched between
x0 and x0 þ dx0. In equation (14), vz is the electron velocity,
q is the electron charge, and the angle brackets indicate a
time average. In the considered stationary state, which is
uniform in z, all averages are independent of t and z.

Consider particles moving in the +x-direction (the 'x-
direction case follows by symmetry); then conservation of
particles implies that

Nðxjx0Þhvxðxjx0Þi ¼ const ¼ Fðx0Þ ; ð15Þ

where vxðxjx0Þ is the velocity of an electron or a positron.

Thus,

JzðxÞ ¼
Z xm

0

0
dx0Jzðxjx0Þ

¼ q

Z xm
0

0
dx0Fðx0Þ

hvzðxjx0Þi
hvxðxjx0Þi

; ð16aÞ

where xm0 is the maximum of x0, assumed to be OðLÞ. The
total current between x and xþ !x can be written as

!xJzðxÞ ¼ q

Z xm
0

0
dx0Fðx0Þ

Z xþ!x

x
dx

hvzi
hvxi

:

For a particular value of x0, a particle orbit passes
between x and xþ !x for a time between t1 ¼ tðxjx0Þ and
t2 ¼ tðxþ !xjx0Þ (and possibly for a time between t3 and t4
and t5 and t6, or an odd number of intervals). This allows us
to replace the spatial integration by a temporal integration
over the particle orbit. Note that hvxi ¼

P
!tjvxj=

P
!tj,

where j ¼ 1 or j ¼ 1; 2; 3, etc., represents the different
traversals of the interval !x at the distance x and where
!tj ¼ !x=jvxjj. We have, for example,

R
dtvx ¼

P
!tjvxj ¼

!x. Therefore, we find

!xJzðxÞ ¼ q

Z xm
0

0
dx0Fðx0Þ

Z t2

t1

dtvz½xðtÞ; zðtÞjx0$ : ð16bÞ

The time integral needs to be done for all values of t for
which the particle is between x and xþ !x. We can put
equation (16b) into dimensionless form using equations
(7)–(10) and ĴJz ( Jz=ðcB0Þ. For the case where equation
(13) applies, this gives

!x̂xĴJz ¼ !""

Z
dx̂x0

Z
dt̂t

dẑz

dt̂t
: ð16cÞ

Here

!"" ( E"

2#
; ð17Þ

with " defined by equation (10), is a dimensionless measure
of the rate of inflow of plasma to the neutral layer.

2.5. Self-magnetic Field

For the considered thin current layer with surface current
density JðxÞ, we can express the self-magnetic field of this
current as

Bself
y ðxÞ ¼ 2

c
P

Z
dx0

Jzðx0Þ
x' x0

; ð18Þ

where P is the principle value. In dimensionless variables
this becomes

B̂Bself
y ðxÞ ¼ 2P

Z
dx̂x0

ĴJzðx̂x0Þ
x̂x' x̂x0

:

The total magnetic field is

Btot
y ðxÞ ¼ Bext

y ðxÞ þ Bself
y ðxÞ : ð19Þ

The dimensionless form of this equation is the same, but
with hats over the magnetic fields.

In the following we simplify the notation by dropping the
hats and dropping the y and z subscripts onBy andJz.
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Fig. 2.—Sample electron orbits in the y ¼ 0 plane for the external mag-
netic field Bext

y ¼ B0x=L for the case E ¼ 0:5, $0 ¼ 103, and x̂x0 ¼ 0:1; 0:2;
and 0.3. For large x, where the orbits are ‘‘ looping,’’ the drift in the
+x-direction is the EzBy drift, and the drift in the +z-direction is the gra-
dient B drift /By rByðx; 0Þ. The dashed line segment is the approximate
dependence of eq. (12). The positron orbits are mirror images for z ! 'z.
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x0 and x0 þ dx0, we have

dn

d!
¼ dn=dx0!!d!=dx0

!! ð23Þ

for ! > 2, where we have dropped them subscript on !.
Figure 5 shows the lepton distribution for the same case

as Figures 3 and 4. As mentioned earlier, the magnetic field
of the current layer is almost independent of !0. For these
values of !"" and E, we have run a range of values of
!0 ¼ 102–104 and find that the distributions are roughly
fitted by

dn

d!
% K

!
exp & !

"0

" #
; ð24Þ

where "0 ¼ #E2!0 and # % 12. With K % 1= lnð0:56"0Þ, the
distribution is normalized to unity. The distribution (eq.
[24]) is not expected to be the same as that observed, because
of the influence of the distribution of "0 values and/or the
effect of radiative losses. These affects on the spectrum are
discussed in x 3.4.

3.2. Strong Self-Field

For larger self-field strengths !"", we use the iteration indi-
cated by equations (20) and (21b), usually with $ ¼ 0:5. For
!"" ¼ 0:1, we have not succeeded in getting the iterations to
converge. We find that the iterations lead to negative values
of BtotðxÞ for x > 0, which would cause trapping of particles
in the x-direction. Such a configuration is inconsistent with
our assumption that the accelerated particles are expelled in
the x-direction. The existence of a maximum of !"", which
measures the rate of plasma inflow to the neutral layer, is
consistent with the finding of a maximum plasma inflow rate
by Burkhart et al. (1991). For !"" ¼ 0:075, equations (20) and

(21b) converge after five iterations. We find that the maxi-
mum of the current densityJð0Þ and the half-width at half-
maximum of the current density Dx increase as !"" increases.
For this case we find dBtot=dx % 0:412. The energy spectrum
of the accelerated leptons is similar to equation (24).

3.3. Scalings

In more detail, we find the scaling relations

Jð0Þ % 1:53
!""E

B0 ; ð25aÞ

Dx % 1:48
Effiffiffiffiffi
B0

p ; ð25bÞ

where B0 ' dBtot=dxjx¼0. The first relation can be derived
from the analytic orbits of x 2.3. For the external magnetic
field Btot ¼ x, we have from x 2.4

lim
x!0

JðxÞ ¼ lim !""

Z x

0

dx0
dx=dz

¼ lim !""

Z x

0

dx0
ffiffiffiffiffiffi
zE

p

x0I1ð2
ffiffiffiffiffiffiffiffi
z=E

p
Þ

¼ !""E

Z 1

0

dz0

I0ð2
ffiffiffiffi
z0

p
Þ
% 1:53!""E ; ð26Þ

where the relation between x; x0, and z is given by equation
(12). In the magnetic field Btot ¼ B0x, equation (26) is
modified by the replacement E ! E=B0. Equation (25b) is
empirical.

We can use equations (25a) and (25b) to obtain an
approximate constitutive equation for the current layer.
Note that dBtot=dxj0 ¼ 1þ dBself=dxj0 and that dBself=
dxj0 ¼ &2

R
dx½Jð0Þ &JðxÞ)=x2. Note in turn that this

integral is proportional to Jð0Þ=Dx. From this we obtain
the relation

!"" % 0:205 ðB0Þ1=2 & ðB0Þ3=2
h i

: ð27Þ

This dependence is shown in Figure 6 along with the calcu-
lated equilibria. The left-hand part of the curve is dashed
because we have not found the corresponding self-
consistent equilibria. The maximum of !"" is thus !""max % 0:08.
This maximum represents a maximum inflow rate to the
reconnection region analogous to that found by Burkhart
et al. (1991).

3.4. Apparent Spectra

The observed lepton distribution f ð!Þ deduced from the
synchrotron spectrum of a radio source will in general be
different from the distribution of accelerated particles at a
given reconnection site (dn=d!). For a typical radio source,
f / !&2:5. One effect is due to the distribution of "0 values,
owing mainly to the distribution of L for different reconnec-
tion sites. Note that k ¼ 2%=L is the wavenumber of the spa-
tial power spectrum of the B-field. With the distribution
Wð"0Þ, the average lepton distribution function f ð!Þ for
many reconnection sites is

f ð!Þ ¼
Z

d"0Wð"0Þ
dnð!j"0Þ

d!
: ð28Þ

For Wð"0Þ / "&q
0 , equation (28) gives f / !&1&q for q > 1,

where the logarithmic dependence of the normalization
factorK of dn=d! is neglected.
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Fig. 5.—Spectrum of leptons accelerated in the current layer for
!"" ¼ 0:05, E ¼ 0:05, and !0 ¼ 103 and 3* 103. For this spectrum we have
taken xmax ¼ 2:5. The dotted curve is an approximate fit for the !0 ¼ 103

case given by dn=d! ¼ ðK=!Þ expð&#!=!0Þ, with # ¼ 1
3. With K %

1= lnð0:561!0=#Þ, the lepton distribution function is normalized to unity.
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iterative integration of test particles: Larrabee, Lovelace & Romanova (2003)

N(γ) ∝ γ-1 exp(-γ/γc)



HARD PARTICLE SPECTRA IN RELATIVISTIC RECONNECTION

• reconnection produces power-law distributions that are 
hardening with increasing sigma 

 with  for  
(Sironi & Spitkovsky 2014, Guo et al. 2014, Werner et al. 2016) 

• high-energy cut-off is exponential with   

•  in very large plasmoids in 2D 
(Petropoulou & Sironi 2018) 

• 3D relativistic reconnection produces 
hard particle spectra 

 with   
(Zhang , Sironi & Giannios 2021)

dN/dγ ∝ γ−p p → 1 σ ≫ 1

γmax ∼ 𝒪(σ)

p → 2

f(γ) ∝ γ−p p ∼ 1.5

high-energy particles preferentially move along the z-direction
(Section 3.1). Then, we track particles and investigate in detail
their acceleration mechanism (Section 3.2). Finally, we
investigate the dependence of our results on the domain size,
in order to show that the acceleration physics should operate
effectively out to larger scales (Section 3.3).

3.1. Particle Spectra

A nonthermal power-law spectrum extending to high
energies is a well-established outcome of relativistic reconnec-
tion (e.g., Sironi & Spitkovsky 2014). Figure 4 shows the
positron momentum spectrum p dN dpz z, where pz= γβz is the
dimensionless 4-velocity along z (βz is the particle z velocity in
units of the speed of light). The spectrum is obtained by
averaging between t= 3.34L/c and 3.56L/c, when the system
is in steady state. The box-integrated spectrum of positrons
with pz> 0 (blue, indicated as pz+,box in the legend) can be
modeled for pz 3 as a power law r �p dN dp pz z z

1.
The figure compares the momentum spectrum between

positrons with pz> 0 (blue lines, indicated as pz+ in the legend)
and pz< 0 (green lines, indicated as pz− in the legend) and further
distinguishes between spectra integrated in the whole box (solid
lines) and only extracted from the reconnection downstream
( �% %0; dashed lines). We find that high-energy positrons
with pz< 0 are mostly located within the downstream region
(compare green solid and dashed lines), i.e., nonthermal positrons
with pz< 0 are trapped in plasmoids, analogous to 2D results (see
Petropoulou & Sironi 2018; Hakobyan et al. 2021).

In contrast, a significant fraction of high-energy positrons with
pz> 0 reside outside the reconnection region (compare blue solid
and dashed lines), and we shall call them “free.” The fraction of free
positrons is an increasing function of momentum, and for pz 100
they are more numerous than the ones located in the reconnection
downstream. The pz+ spectrum of free positrons (dotted blue line)
can be modeled as a hard power law, r �dN dp pz zfree

1.5. In
Appendix B, we provide an analytical justification of the measured
spectral slope. The cutoff in the spectrum of pz> 0 positrons is
much higher than for pz< 0 positrons, suggesting that free
positrons can be accelerated to much larger energies than trapped
ones, as we indeed demonstrate below.6

The asymmetry between positrons with pz> 0 versus pz< 0 is a
unique feature of our 3D setup. In a corresponding 2D simulation
(see Appendix A), pz+ and pz− spectra are nearly identical, and

nearly all high-energy particles reside within the reconnection
downstream, as already shown by Figure 3 (right panel).
In the inset of Figure 4, we present the box-integrated

positron spectra of kinetic energy (gray) and momentum in
different directions, as indicated in the legend. In contrast to the
pz spectrum, there is no broken symmetry between positive and
negative directions in the px and py spectra. The inset shows
that the peak of the energy spectrum (gray), at γ− 1∼ 3, is
dominated by motions along the x-direction of the reconnection
outflows (compare with the px spectrum; red line). In contrast,
the high-energy cutoff of the positron energy spectrum at
γ∼ 500 is dominated by the pz+ spectrum (blue). Hence, the
most energetic positrons move mostly along the+ z-direction
(conversely, the highest-energy electrons along− z). We also
remark that the py spectrum (orange) reaches rather high
momenta (albeit not as high as the pz+ spectrum). This is
consistent with the trajectories of high-energy positrons that we
illustrate in Section 3.2.

Figure 3. 2D histograms of the particle Lorentz factor γ and the mixing factor% (interpolated to the nearest cell) at time t = 2.37L/c, for 3D (left) and 2D (right). The
red dashed line in the left panel marks the threshold �% 0.30 that we employ to distinguish upstream ( �% %0) from downstream ( �% %0).

Figure 4. Momentum spectrum p dN dpz z of positrons, where pz = γβz is the
dimensionless 4-velocity along the z-direction. We show spectra of positrons
with pz > 0 (blue, indicated as pz+ in the legend) and pz < 0 (green, indicated
as pz− in the legend). Spectra from the overall box are shown as solid lines
(indicated with subscript “box” in the legend), whereas the dashed lines refer
only to positrons belonging to the downstream region, as defined by the mixing
condition �% %0 (indicated with subscript “rr” in the legend). The spectrum
of high-energy “free” positrons residing in the upstream region (with

�% %0), which preferentially have pz > 0, is indicated by the dotted blue
line. The dotted black line shows a power law �pz

1. In the inset, we present the
box-integrated positron spectra of kinetic energy (gray) and momenta in
different directions, as indicated in the legend. All spectra in the main plot and
in the inset are time averaged between t = 3.34L/c and 3.56L/c and
normalized to the total number of positrons in the box.

6 The electron spectrum shows the opposite asymmetry: electrons with pz > 0
mostly reside in plasmoids, and their spectrum extends to lower momenta than
for free electrons with pz < 0.
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FERMI PROCESS (?)

be generated in and around the X-type reconnection region,
and they are ejected into the plasma sheet in association
with the reconnection outflow jet [6]. On the other hand, in
the later phase of magnetic coalescence-island merging
[panel (b)], the reconnection outflows are always directly
towards the strong magnetic field region [15]. That is, the
thermal plasma is supplied by the two merging magnetic
islands, and energetic particles are generated in the current
sheet sandwiched by two magnetic islands and are ejected
into the strong magnetic field region. The nature of particle
energization during the merging of the islands explains
the localization of energetic parties in the strong magnetic
field region seen in Fig. 1(f).

To study the mechanism of particle acceleration in the
strong magnetic field region in detail, we plot a typical
particle trajectory and its energy history as a function of
the magnetic intensity in Fig. 3. Figure 3(a) shows the
energy history from the initial state at ts ¼ 0 to the end

of the simulation run at te ¼ 320!c. The horizontal and
vertical axes are the magnitude of the magnetic field
[Bxy ¼ ðB2

x þ B2
yÞ1=2] and the particle energy ("% 1) nor-

malized by the rest-mass energy, respectively. At the initial
time t ¼ 0, the particle is located around ðBxy; "Þ ¼
ð1; 30Þ, which is denoted t ¼ ts. As time passes, the
particle gains energy by moving around the reconnection
region. Note that, roughly speaking, Bxy & 0:4 is inside the
magnetic island, while Bxy ' 0:6 is outside the magnetic
island and within the strong magnetic field. In the early
evolution, the particle is accelerated in the relatively weak
magnetic field regions withBxy & 0:3, and we checked that
the acceleration occurred in and around the magnetic
diffusion region. This is meandering or Speiser accelera-
tion [6]. After the initial acceleration in and around the
diffusion region, the accelerated particle is ejected from the
plasma sheet into the strong magnetic field region during
the island merging process, and it moves around the strong
magnetic field. After a while, an accelerated particle
encounters another magnetic reconnection region in the
island merging stage.
Figures 3(b) and 3(c) show the interaction of a charged

energetic particle with the reconnection jet of randomly
moving magnetic islands. The center panel is the particle
trajectory superposed on the magnetic field line at t0 ¼
180!c, and the right-hand panel is that at t1 ¼ 200!c. We
see that the charged particle can gain energy during the
interaction of the charged particle and the reconnection jet
with a relatively strong magnetic field of Bxy ( 0:8. After
t > t1 the particle can further gain energy in the strong
magnetic field region. The trajectory shows clearly that
particle energization occurs during the interaction of the
particle and the magnetized plasma flow of the reconnec-
tion region.
Based on the above simulation result, we propose a new

particle acceleration mechanism as shown in Fig. 2(c). In
contrast with the original Fermi acceleration mechanism as

FIG. 2 (color). Illustration of (a) the plasma sheet reconnection
in the early stage, (b) the reconnection during magnetic island
merging or coalescence in the late stage, and (c) the interaction
of an energetic particle with magnetic islands. Black lines show
magnetic field lines, red arrows show the reconnection outflows
with Alfvén speed VA, and the blue dashed line is the trajectory
of the energetic particle.

FIG. 3 (color). A typical particle trajectory during multiple magnetic reconnections. The particle energization history (a), and the
particle trajectories superposed on the magnetic field structures at t=!c ¼ 180 (b) and at t=!c ¼ 200 (c). Color contours show the
magnitude of the magnetic field ðB2

x þ B2
yÞ1=2, and black arrows and thin white lines are the plasma flow vector and the magnetic field

lines in the reconnection plane.
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Interestingly, the inflow speed can also be relativistic for high-
σ cases. Detailed analysis for the diffusion region has been
discussed in Liu et al. (2015), which shows that the inflow
speed can be predicted by a model based on the Lorentz
contraction of the plasma passing through the diffusion region.

The enhanced reconnection rate and development of
relativistic inflow/outflow structures are in contrast to earlier
results (Sironi & Spitkovsky 2014), where the observed
outflows were only mildly relativistic and the inflow remained
nonrelativistic. Note that Liu et al. (2015) have also reported
the development of relativistic inflow for both Harris and force-
free current sheets, indicating that this property of relativistic
magnetic reconnection does not strongly depend on the initial
setup.

3.4. 3D Dynamics

In our 3D simulation, we also find that relativistic outflows
with Γx ∼ 4 can develop in the system. Figure 10 shows the
power spectrum of magnetic fluctuations with wave numbers
perpendicular to the y direction and a volume rendering of the
current density in the 3D simulation with σ = 100 at
w =t 708pe . The power spectrum shows a clear inertial range
with a slope of “−2” and steeper slope for higher wave
numbers ^k d 1i . As we have discussed, the 3D simulation
allows the development and interaction of secondary tearing
instability and kink instability, leading to a turbulent magnetic
field in the reconnection layer. Throughout these simulations,
the range of scales for the 2D magnetic islands is similar to
the observed 3D flux ropes. The maximum energy in both 2D
and 3D agrees well with the time integral of energy gain from
the reconnecting electric field. The energy distributions

reported in this paper are remarkably similar in 2D and 3D,
suggesting that the underlying Fermi acceleration is rather
robust and does not depend on the existence of well-defined
magnetic islands.

4. A SIMPLE MODEL

It is often argued that some loss mechanism is needed to
form a power-law distribution (Zenitani & Hoshino 2001;
Drake et al. 2010, 2013; Hoshino 2012). However, the
simulation results reported in this paper clearly show power-
law distributions in a closed periodic system. Here we present a
simple model to explain the power-law energy spectrum
observed in our particle-in-cell (PIC) simulations. The model is
illustrated by Figure 11(a). As reconnection proceeds, cold
plasma in the upstream region advects into the acceleration
zone at a constant velocity that is determined by reconnection
electric field = ´E BV c Bin rec

2. The process lasts
t ~ L V2z in, where Lz is the size of the simulation box along
the z direction. In the acceleration region, our analysis has
shown that a first-order Fermi process dominates the energy
gain during reconnection. We solve the energy-continuity
equation for the energy distribution function ef t( , ) within the
acceleration region

e
e¶

¶
+

¶
¶

æ
è
ççç
¶
¶

ö
ø
÷÷÷ =

f
t t

f 0, (1)

with acceleration e ae¶ ¶ =t , where e g= -m c kT( 1)e
2 is

the normalized kinetic energy and α is the constant acceleration
rate in the first-order Fermi process. We assume that the initial
distribution within the layer f0 is Maxwellian with initial

Figure 6. (a) Energy as a function of x position of four accelerated particles; (b) the maximum energy of particles in the system as a function of time from the
1-particle count level to the 1000-particle count level. The red dashed line shows the maximum energy estimated for a particle moving in the direction of the
reconnecting electric field at the speed of light òg = ∣ ∣m c qE cdte

2
max rec ; (c) averaged energy gain and contributions from parallel electric fields and curvature drift

acceleration over a time interval of w-25 pe
1 as a function of particle energy starting at w =t 350pe ; (d) a e e= D D⟨ ⟩ t( ) from energy gain in the perpendicular electric

field and by curvature drift acceleration, and from Equation (6) using the averaged flow speed and island size.
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PARTICLE ACCELERATION SCENARIOS

Group (4) consists of particles for which the acceleration
mechanism is different from the three discussed so far, or there
is evidence for more than one acceleration mechanism during
the particle history. The particular cases shown in Figure 4
include acceleration in the vicinity of plasmoids created in a
recent merger (particle 113), acceleration between merging
plasmoids for a particle previously bound in one of them
(particle 145), and acceleration of unbound particles in the
trailing edge of a plasmoid (particles 263 and 279), showing
also that a particle accelerated between merging plasmoids can
be accelerated further by a different mechanism.

In the fourth panel of Figure 5 we present a detailed analysis
of “particle 113,” accelerated after a nearby plasmoid merger

but outside the merger product. The main acceleration episode
is at t 880 : 1080 .0 [ ]w Î At t 780,0w  the particle enters a
magnetic X-point at x 400 0r with 5g  and undergoes
acceleration by the reconnection electric field E B0.1 ,z 0-
being displaced by z 150 .0rD  At t 10300w  with 21,g 
this mode of acceleration stops as the particle approaches a
plasmoid newly formed in a recent merger. The electric field
switches sign and increases very sharply to E B0.37 ,z 0
together with a strong increase in the magnetic field
B B1.35 .y 0 This forces the particle to bounce off the
plasmoid and accelerate rapidly to 36g  at t 1100.0w =
The sharp increase in the electric field is different from that
seen for particle 128 (representing acceleration at the magnetic

Figure 4. Spacetime diagrams of the trajectories of selected individual electrons (color indicates instantaneous Lorentz factor; the color scale is the same as in
Figure 5), together with the number density contours (see the upper left panel of Figure 2). Arrows indicate the main acceleration episodes. The first row shows
examples of particles accelerated by a reconnection electric field at magnetic X-points. The second row shows examples of particles accelerated by an anti-
reconnection electric field between merging plasmoids. The third row shows examples of particles accelerated within the plasmoids. The fourth row shows other cases,
including combinations of different mechanisms, and possibly acceleration at the post-merger disturbances.
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spacetime diagrams (cuts in y centered on the current sheet).
Also, we will focus on the electrons only, as the behavior of the
positrons is highly symmetric to that of the electrons (they co-
move along x and counter-move along z). In Section 3.1, we
describe the evolution of plasmoids in the reconnection layer
using spacetime diagrams. Then, in Section 3.2, we will
characterize the acceleration of energetic particles in the
context of the plasmoid evolution.

3.1. Evolution of Plasmoids

In Figure 1, we present snapshots of the x y,( ) maps of
electron number density and magnetic field lines for several
simulation times. Each snapshot shows only a fragment of the
simulation domain for x L0 x  and y550 660 ,0 0 r r
centered on the reconnection layer of interest (y 500 0r= ). As
has been demonstrated in numerous similar studies, most of the
interesting physical activity is concentrated in the vicinity of
the reconnection layers. At t=0, the system consists of a thin
current layer and magnetic field Bx, both uniform along x. By

t L249 0.31 ,x0 0( )w r=  the tearing mode instability has
disrupted the current layer and produced a chain of plasmoids,
also known as magnetic islands or magnetic flux ropes in 3D,
characterized by a high particle density surrounded by closed
magnetic field lines (they are associated with the peaks of the
magnetic vector potential Az). They are separated by magnetic
X-points characterized by low particle density (the saddle
points of Az). At this early stage, the plasmoids are significantly
elongated in the x direction. Subsequently, the plasmoids are
accelerated along x, merge in a hierarchical order, and also
circularize and maintain a roughly round shape after each
merger. By t L994 1.24 x0 0( )w r=  only two plasmoids

remain of the original set, although small secondary plasmoids
emerge occasionally from the major X-point (i.e., the X-point
that survives to the end of the simulation). Because the
x L0 x= = boundary is periodic, we have the freedom of
translating the simulation domain along x, and we chose a
translation (fixed for the entire simulation time) that sets the
major X-point at the boundary. The location of the major
X-point cannot be known a priori, as it depends on the entire
evolutionary history of the plasmoids. By choosing such a
translation, we can ensure that no plasmoid from the original
chain ever crosses the boundary. At t 14920w = ;

L1.87 ,x 0( )r a secondary vertical current layer (oriented along
the y-direction) becomes visible between the two large
plasmoids in an early stage of their merger. At

t L1740 2.18 ,x0 0( )w r=  the final merger is almost com-
plete with a newly formed plasmoid escaping along the

y- -axis. Plasmoids forming due to the tearing mode instability
of the secondary vertical current sheets were previously seen by
Daughton & Karimabadi (2007) and Sironi & Spitkovsky
(2014). The evolution of plasmoids is balanced in the sense that
at any given instant the existing plasmoids are similar to each
other and roughly equidistant.9

Figure 1 suggests that the evolution of the reconnection layer
can be projected onto the x-axis, preserving most of the useful
information. Therefore, it is convenient to represent the
evolution of plasmoids on an x t,( ) spacetime diagram (e.g.,
Samtaney et al. 2009; Fermo et al. 2011). To create a spacetime
diagram, for a set of 500 regular time steps we integrate the
parameters of interest within a stripe defined by

y590 6100 0 r r or y 20 ,0rD = marked with white dotted
lines on Figure 1. At early stages of the simulation
( t L800 x0 0w r= ) the integration along y includes whole
dense plasmoid cores, and at late stages of the simulation only
the central portions of the plasmoids are included.
The upper left panel of Figure 2 shows the spacetime

diagram x t,( ) of electron number density ne (both drifting and
background combined). Many features that were identified in
Figure 1—the onset of the tearing mode instability, the
hierarchical evolution of plasmoids, the emergence of second-
ary plasmoids, and even the formation of the secondary vertical
current layer shortly before the final merger—can be seen here
at very high time resolution. Some details of the plasmoid
evolution are not represented on this diagram—the shape of the
plasmoids (elongated/circular), or the secondary plasmoids
produced during the final merger and propagating along y.- On
the other hand, the spacetime diagram is very useful for
describing the kinematics of plasmoids. Because of the
balanced evolution of plasmoids, each merger involves
plasmoids of similar size and results in a cancellation of most
x-momentum. Correspondingly, the merged plasmoids are very
slow, almost stationary. Their bulk acceleration is not very
rapid, and they only reach trans-relativistic velocities ( 1bG ~ )
shortly before a merger. Only the small secondary plasmoids
appear to be propagating with strongly relativistic velocities. It
is also apparent that the plasmoids attract each other with a
force that is increasing with decreasing distance; this can be
understood simply as due to Ampèreʼs force law.

Figure 1. Maps in x y, coordinates of the total electron density (color scale;
arbitrary units) and magnetic field lines (cyan lines) taken at regular intervals of
simulation time indicated on the left axis. Dotted white lines mark the region
with y 20 ,0rD = from which the spacetime diagrams were extracted.

9 The evolution of plasmoids is very sensitive to the introduction of initial
perturbations. We checked for the effect of long-wavelength initial perturbation
of the magnetic field. Even at a very modest perturbation amplitude of B0.03 ,0
we observed the rapid creation of a major plasmoid, resulting in a markedly
unbalanced subsequent evolution.
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PARTICLE ACCELERATION SITES
• magnetic diffusion regions (X-points): 

non-ideal E-fields (Zenitani & Hoshino 2001) 
most energetic particles pass through them 
(Sironi & Spitkovsky 2014) 
short interaction times (Guo et al. 2019) 

• reconnection outflows (minijets): 
Speiser orbits 
exceeding radiation reaction (Kirk 2004) 
low particle density 

• plasmoids: 
converging magnetic mirror (Drake et al. 2006) 
compressed plasmoid cores (Petropoulou & Sironi 2018) 
particle traps (in 2D), high particle density 
relatively slow, imited by radiation reaction 

• plasmoid mergers: 
secondary reconnection layers 
production of rapid and luminous flares 
(KN et al. 2015, Ortuño-Macías & KN 2020)

13

Figure 10. Diagnostics of particle acceleration by the non-ideal
electric field Ek in the radiative simulation (�cr = 16). In the top
panel, the vertical axis represents the cumulative work Wk done
on the particle by Ek during the recent time interval �t equal to
the IC cooling time tIC(�e). The color-coded 2D histogram was
constructed and normalized similarly to that in Fig. 9, with the
green curve showing the median value. For particles with �e � 6,
Wk accounts for a large fraction of their energy, approaching the

relationWk = (�e�1)mec2 shown by the dotted black line. Bottom
panel: contribution of particles with large Wk (blue curve) to the
particle energy distribution in the reconnection layer (black curve).
Here large Wk is defined as the region above the horizontal dashed
line in the top panel. One can see that the non-ideal acceleration
dominates the distribution at �e > 6.

ing the recent time interval �t = tIC(�e),

Wk(t) = e

Z t

t�tIC[�e(t)]
Ek v

k
e dt, (23)

where Ek = E ·B/B and vke = ve ·B/B are the electric
field and the particle velocity components parallel to the
local magnetic field B. The condition of ideal magneto-
hydrodynamics Ek = 0 is maintained almost everywhere
in the reconnection layer except the X-points, where a
large Ek develops and non-ideal e↵ects become impor-
tant. Thus, the work Wk(t) is a proxy for recent particle
acceleration at X-points. As one can see from Fig. 10,
Wk is large for particles with �e > 6 and becomes the
main factor responsible for their high energies. We con-
clude that the high-energy end of the particle spectrum is
the result of acceleration by Ek at X-points. The energy
released through the X-point acceleration approximately
equals the energy received (and radiated) by the popula-
tion with �e > 6; it accounts for ⇠ 1% of the total energy
released by magnetic reconnection.
A more detailed analysis demonstrates two types of

X-point acceleration: most particles with 6 . �e . 10
are generated in the reconnection plane y ⇡ 0, and par-
ticles with �e > 10 are mainly generated in the sec-
ondary (vertical) reconnection layers formed at the in-

Figure 11. Energy distribution of particles in the radiative sim-
ulation (�cr = 16), time-averaged over the interval 1.5 . ct/L . 5.
The black solid curve shows the distribution in the reconnection
region (same as in Fig. 9 and Fig. 10), and the dotted black curve
shows the distribution in the entire box, including the inflow re-
gion. The distribution in the reconnection region is further dis-
sected into four components. This dissection is performed using
particle spectra binned in vertical spatial slices of the reconnec-
tion region. Each slice has the thickness of 100 grid cells (i.e.,
20 c/!p) along the x direction, and it extends in the y direction
until the boundaries of the reconnection region (as identified by
the mixing criterion described in Sect. 4.2). We also use the mag-
netic vector potential to identify the locations of X-points and the
contours of plasmoids (see Sironi et al. 2016). If an X-point lies
at the boundary between two neighboring plasmoids, it is identi-
fied as an X-point formed by plasmoid mergers, and the particle
spectrum from that spatial slice contributes to the yellow curve.
Otherwise, the X-point resides in the main reconnection layer, and
the corresponding spectrum contributes to the green curve. Spatial
slices that contain only particles residing inside plasmoids give the
red curve. If none of these conditions is met, the slice intersects
the unstructured outflow located in between plasmoids (and not
containing X-points), which gives the blue curve.

terfaces between merging plasmoids. The higher energies
achieved by particles in the secondary layers reflect the
stronger magnetization: the magnetic field in plasmoids
is stronger than in the inflow region, and so a merger-
induced reconnection layer e↵ectively has a higher � than
the nominal � = 10.
In summary, we find that three distinct populations

contribute to the spectrum in the reconnection region:
(i) at moderate energies, �e < 2, the particle distribution
is dominated by bulk motions of large plasmoids cooled
to non-relativistic temperatures and pushed by magnetic
stresses to mildly relativistic speeds, (ii) at intermediate
energies, 2 . �e . 6, the distribution is dominated by
particles freshly picked up by the unstructured outflows
from X-points toward neighboring plasmoids, and (iii)
at the highest energies, �e & 6, the distribution becomes
dominated by particles accelerated by Ek at X-points,
either in the main reconnection layer or in the recon-
nection layers formed at the interface between merging
plasmoids. The contributions of all these acceleration
mechanisms are shown in Fig. 11. The populations (ii)

Sironi & Beloborodov (2020)

Figure 2. Spacetime diagrams of the reconnection layer averaged over the region with y 20 .0rD = Upper left: electron number density (arbitrary units). Upper right:
average electron Lorentz factor. Middle left: z-component of the total electric field. Middle right:z-component of the non-ideal electric field. Lower left: particle
locations at the beginning of the main acceleration episodes for a representative sample of electrons that exceed Lorentz factor of 20. The color indicates the mean
velocity component v cz during the main acceleration episode. Lower right: regions of the spacetime diagram used for classification of the main acceleration sites:
magnetic X-points (blue), plasmoid mergers (red), and the plasmoids themselves (green).
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PARTICLE ACCELERATION: PLASMOIDS VS MINIJETS

Radiative simulations of steady-state plasmoid reconnection 15

Figure 14. Energy distributions of all particles contained in the simulation
domain, compared for the four main simulations (higher ! corresponds to
more efficient cooling). For each simulation, the distribution is averaged
over simulation time, excluding the initial stage (ct/L ! 0.85), in the space
of flux logarithm. The thin dashed lines indicate the corresponding standard
deviation values. The thick grey dashed line represents the initial Maxwell–
Jüttner distribution for ! ≫ 1. The distributions are presented in arbitrary
units and they are normalized to match the low-energy sections. The vertical
dotted lines indicate the characteristic values of γ /!: 4 (the γ 2N(γ ) peak for
the initial background particles; grey), 4 × 10 (red),and 4 × 50 (black). The
oblique black dotted lines indicate two power-law slopes p (N(γ ) ∝ γ −p)
along the σ 0 = 50 distribution. The four stars indicate the values of γ rad/!
for each simulation.

Figure 15. Isotropic spectra of the synchrotron radiation emitted across
the simulation domain, compared for the four main simulations. For each
simulation, the distribution is averaged over simulation time, excluding the
initial stage (ct/L ! 0.85), in the space of flux logarithm. The thin dashed
lines indicate the corresponding standard deviation values. The thick grey
dashed line represents the synchrotron spectrum of the initial Maxwell–
Jüttner distribution. The frequencies are normalized to the characteristic
synchrotron frequency νsyn0 defined in equation (11). The distributions are
presented in arbitrary units and they are normalized to match the low-
frequency sections. The vertical dotted lines indicate the characteristic values
of ν/νsyn0: 19 (the νF(ν) peak for the initial background particles; grey),
19 × 102 (red), and 19 × 502 (black). The oblique black dotted lines indicate
two power-law slopes s = (3 − p)/2 (νFν ∝ ν−s) that would be expected
for the corresponding power laws p1, p2 marked in Fig. 14. The four stars
indicate the values of MHD synchrotron frequency limit νsyn, max/νsyn0 =
(γ rad/!)2 for each simulation. The cyan and orange stripes indicate the
frequency bands from which the light curves shown in Fig. 12 were extracted.

Figure 16. Analysis of individual tracked particles for the simulation
s50Tm. Particles are selected over two energy ranges – 11 < γ /! <

22 (red) and 50 < γ /! < 150 (blue) – corresponding to the two power-
law sections indicated in Fig. 14. The top panel compares their normalized
distributions along coordinate x; the middle panel compares their normalized
distributions over magnetic field strength B; and the bottom panel compares
their contributions to the isotropic synchrotron SED (arbitrary units). The
distributions are averaged over multiple simulation time-steps for ct/Lx >

0.85. The vertical dotted lines in the bottom panel correspond to those in
Fig. 15.

approximated by using their average parameters that in addition are
constant in time. Our results suggest that the synchrotron emissivity
is strongly concentrated in the central parts of the plasmoids (see
the bottom panel of Fig. 3), and that in the radiatively efficient
regime, the plasmoid cores undergo significant time evolution with
systematic increase of plasmoid core density and peak magnetic
field strength (Fig. 7). We suggest that small plasmoids and the cores
of large plasmoids are important for understanding the production
of rapid radiation flares. Investigation of these structures is also the
most challenging from the numerical perspective.

Our study suggests that properly resolving the cores of large
plasmoids will be critical for understanding the radiative signatures
of plasmoid reconnection. Recent non-radiative PIC simulations of
relativistic reconnection demonstrated an important role of large
plasmoids in extending the high-energy tail of the particle energy
distribution along a power law of slope ≃ 2 (Petropoulou &
Sironi 2018). However, taking into account radiative cooling, which
is expected to be particularly strong in the plasmoid cores, the
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Figure 14. Energy distributions of all particles contained in the simulation
domain, compared for the four main simulations (higher ! corresponds to
more efficient cooling). For each simulation, the distribution is averaged
over simulation time, excluding the initial stage (ct/L ! 0.85), in the space
of flux logarithm. The thin dashed lines indicate the corresponding standard
deviation values. The thick grey dashed line represents the initial Maxwell–
Jüttner distribution for ! ≫ 1. The distributions are presented in arbitrary
units and they are normalized to match the low-energy sections. The vertical
dotted lines indicate the characteristic values of γ /!: 4 (the γ 2N(γ ) peak for
the initial background particles; grey), 4 × 10 (red),and 4 × 50 (black). The
oblique black dotted lines indicate two power-law slopes p (N(γ ) ∝ γ −p)
along the σ 0 = 50 distribution. The four stars indicate the values of γ rad/!
for each simulation.

Figure 15. Isotropic spectra of the synchrotron radiation emitted across
the simulation domain, compared for the four main simulations. For each
simulation, the distribution is averaged over simulation time, excluding the
initial stage (ct/L ! 0.85), in the space of flux logarithm. The thin dashed
lines indicate the corresponding standard deviation values. The thick grey
dashed line represents the synchrotron spectrum of the initial Maxwell–
Jüttner distribution. The frequencies are normalized to the characteristic
synchrotron frequency νsyn0 defined in equation (11). The distributions are
presented in arbitrary units and they are normalized to match the low-
frequency sections. The vertical dotted lines indicate the characteristic values
of ν/νsyn0: 19 (the νF(ν) peak for the initial background particles; grey),
19 × 102 (red), and 19 × 502 (black). The oblique black dotted lines indicate
two power-law slopes s = (3 − p)/2 (νFν ∝ ν−s) that would be expected
for the corresponding power laws p1, p2 marked in Fig. 14. The four stars
indicate the values of MHD synchrotron frequency limit νsyn, max/νsyn0 =
(γ rad/!)2 for each simulation. The cyan and orange stripes indicate the
frequency bands from which the light curves shown in Fig. 12 were extracted.

Figure 16. Analysis of individual tracked particles for the simulation
s50Tm. Particles are selected over two energy ranges – 11 < γ /! <

22 (red) and 50 < γ /! < 150 (blue) – corresponding to the two power-
law sections indicated in Fig. 14. The top panel compares their normalized
distributions along coordinate x; the middle panel compares their normalized
distributions over magnetic field strength B; and the bottom panel compares
their contributions to the isotropic synchrotron SED (arbitrary units). The
distributions are averaged over multiple simulation time-steps for ct/Lx >

0.85. The vertical dotted lines in the bottom panel correspond to those in
Fig. 15.

approximated by using their average parameters that in addition are
constant in time. Our results suggest that the synchrotron emissivity
is strongly concentrated in the central parts of the plasmoids (see
the bottom panel of Fig. 3), and that in the radiatively efficient
regime, the plasmoid cores undergo significant time evolution with
systematic increase of plasmoid core density and peak magnetic
field strength (Fig. 7). We suggest that small plasmoids and the cores
of large plasmoids are important for understanding the production
of rapid radiation flares. Investigation of these structures is also the
most challenging from the numerical perspective.

Our study suggests that properly resolving the cores of large
plasmoids will be critical for understanding the radiative signatures
of plasmoid reconnection. Recent non-radiative PIC simulations of
relativistic reconnection demonstrated an important role of large
plasmoids in extending the high-energy tail of the particle energy
distribution along a power law of slope ≃ 2 (Petropoulou &
Sironi 2018). However, taking into account radiative cooling, which
is expected to be particularly strong in the plasmoid cores, the
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defined a fixed region R centred around the reconnection midplane
between the left/right absorbing boundary layers, defined by 2!abs

< x < (Lx − 2!abs) and −Lx/4 < y < Lx/4. In addition to the
instantaneous energy contained in R in the form of magnetic
and electric fields, as well as in the particles, we also calculate
the cumulative energy emitted by all particles in the synchrotron
process and the fluxes of particles and electromagnetic fields (i.e.
the Poynting flux) inflowing/outflowing across the R boundaries.

In Fig. 13, we present the time evolution of different forms
of energy contained in the region R for the simulation s10Tm.
At the beginning of the simulation, the region R is dominated
by magnetic energy (EB,0 ≃ 0.6 Etot). The initial (ct/Lx < 0.6)
energization of particles at the cost of magnetic energy is due to
the trigger mechanism. This is followed by the somewhat erratic
variation of the particle energy, which reflects systematic heating
by magnetic reconnection and episodic escapes of large plasmoids.
Over the course of the simulation (ct/Lx ≃ 4.5), the magnetic energy
of the region R decreases by ≃ 40 per cent, while the particle
energy decreases only by about ≃ 15 per cent. At the same time, we
measure a large net influx of electromagnetic energy (accumulating
to ≃ 1.5 EB,0), mainly through the top/bottom boundaries of the
region R, and even larger net outflow of particle energy, mainly
through the left/right boundaries. The net energy outflow (particle
minus electromagnetic) through the region boundaries amounts to
≃ 0.25 EB,0 of the initial magnetic energy, which is slightly less than
the particle energy lost to the synchrotron radiation (≃ 0.3 EB,0).
Accounting for all these energy components and flows, the total
energy in R is conserved at the ∼ 0.1 per cent level.

4.9 Energy distributions of particles and photons

Fig. 14 shows the energy distributions of all particles: electrons
and positrons. For each simulation, it is averaged over a period of
time that excludes only the initial stage (ct/L ! 0.85). In all studied
cases, the particle energy distributions established after the initial
period show no significant evolution in time. As energetic particles
escape across the open left/right boundaries, other particles are
energized across the current layer and are subject to radiative energy
losses within the plasmoids. The balance between these processes
is maintained regardless of the efficiency of radiative cooling. In
all studied cases, a small fraction of particles reach energies of
γ cutoff = 4σ 0$ established as a cutoff energy in a previous study of
non-radiative Harris-layer reconnection within periodic boundaries
(Werner et al. 2016). In the case of σ 0 = 10, we find only a minor
effect of radiative cooling in limiting the high-energy excess for
$ " 106. In the case of σ 0 = 50, the high-energy component can
be described as a broken power law with a hard slope of p1 ≃ 1.5
extending up to γ ≃ 25$ and a soft tail of p2 ≃ 3.6 extending up
to γ ≃ 150$. In that case, we also have γ cutoff ≃ γ rad.

Fig. 15 shows the spectral energy distributions (SED) νFν of the
synchrotron emission produced by all particles in all directions,
averaged over the same periods of time as the particle energy
distributions presented in Fig. 14. In the case of σ 0 = 10, the
SED are dominated by the contribution from low-energy particles
peaking around ν ≃ 19νsyn0, with a high-frequency excess extending
beyond a characteristic value of νcutoff ≃ 19σ 2

0 νsyn0. The level of this
high-frequency excess increases with decreasing gas temperature $,
which means that radiative cooling suppresses the high-frequency
radiation component more clearly than it affects the high-energy
particle tail. In the case of σ 0 = 50, the SED is strongly dominated by
the contribution from energetic particles with the maximum photon
energies consistent with a cutoff at νcutoff ≃ 19σ 2

0 νsyn0, which

Figure 10. Spacetime diagram of the tracks of selected energetic particles,
the acceleration of which is characterized in detail in Fig. 11. The line colour
indicates the instantaneous particle energy measured in the simulation frame.
Particle density contours n = 7nb are indicated with grey lines.

coincides with the radiation reaction limit νsyn, max = (γ rad/$)2νsyn0.
We note that the SED shape around its peak is not described by a
broken power law corresponding directly to that indicated in the
electron distribution (with slopes νFν ∝ ν−s; s = (p − 3)/2; and
characteristic frequencies ν i/νsyn0 ≃ (γ i/$)2). This is because the
extent of the electron energy distribution that can be described as
a broken power law is too short to result in a broken power-law
photon spectrum when folded with the synchrotron kernel.

In order to clarify the connection between the electron energy
distribution and synchrotron SED in the case of σ 0 = 50, we
analysed a sample of individually tracked particles. We selected
particles over two energy ranges: (1) a medium-energy range 11
< γ /$ < 22, corresponding to the hard power-law section of
index p1 ≃ 1.5; and (2) a high-energy range 50 < γ /$ < 150,
corresponding to the soft power-law section of index p2 ≃ 3.6.
In Fig. 16, we show the distributions of these particles along
coordinate x and over local magnetic field strength B, as well as their
contributions to the synchrotron SED, taking into account accurate
local electromagnetic fields felt by each particle. These distributions
are averaged over multiple simulation time-steps for ct/Lx > 0.85.
For the medium-energy particles, we find that their distribution
along x is fairly uniform, and their distribution over B is broad, with
some particles found in strongly amplified magnetic field B > 10B0

characteristic for the plasmoid cores. For the high-energy particles,
we find that they are clearly concentrated towards the left/right
boundaries, and that they are found almost exclusively in magnetic
fields of moderate strength B < 5B0. In addition, we observe that
for individual simulation time-steps, the medium-energy particles
are clearly concentrated within the plasmoids, while the high-energy
particles are diffused over x. The medium-energy particles dominate
the synchrotron SED for most frequencies, except the highest values
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IDEAL VS. NON-IDEAL ELECTRIC FIELD
magnetic field rotating by 180° across the sheet. The plasma
consists of electron–positron pairs (mass ratio mp/me=1).
The initial distributions are Maxwellian with a uniform density
n0 and temperature (Tp=Te). For the simulations presented
here, the thermal energy per particle is m c0.36 e

2, but we have
verified that our main conclusion is valid even when Tp is as
low as 0.01mec

2. Particles in the sheet have a drift velocity
up=− ue, and that gives rise to a current density satisfying
Ampere’s law ∇×B=4π J. The simulations are performed
using the VPIC (Bowers et al. 2008) and NPIC codes
(Daughton et al. 2006; Daughton & Karimabadi 2007), both
of which solve the relativistic Vlasov–Maxwell equations but
use different methods for solving the equations. We focus on
the case with σe=B2/(4πnemec

2)=100 (σ=50 including
both species), corresponding to ωpe/Ωce=0.1, where ωpe is
the plasma frequency and Ωce is the electron gyrofrequency.
Results for different σ and domain size will be published
elsewhere. The electric and magnetic fields are normalized by
B0. The domain size is Lx×Lz=600de×400de, where
de=c/ωpe=c/(4πnee

2/me)
1/2 is the inertial length (without

relativistic correction). The resolution of the simulations is
Nx×Nz=3072×2048. All simulations used more than 100
particles per species per cell for each species, employed
periodic boundary conditions in the x-directions, and in the z-
direction used conducting boundaries for the fields and
reflecting boundaries for the particles. The half-thickness is
λ=6de. A small long-wavelength perturbation is included to
initiate reconnection.

In VPIC simulations, we have developed a particle-tracing
module to output particle trajectories and find the electric field,
magnetic field, and bulk fluid velocity at particle locations for
studying particle energization (Guo et al. 2016; Li et al.
2018a, 2019). In this study, we uniformly select ∼1 million
particles in the beginning of the simulation and analyze their
acceleration to high energy. In order to definitely demonstrate
the acceleration physics, we developed the capability of
including test particles that interact with magnetic fields in
the normal manner, but only interact with the motional electric
field Em=− u×B/c, and do not experience any non-ideal
electric fields. Note that because this technique requires us to
calculate plasma flow velocity u from a finite number of
particles, it introduces additional numerical noise to the test-
particle component. For these simulations we use more self-
consistent particles 1200 per cell per species in the initial setup.
We also tag particles when they reached a region with weak
magnetic field >E B∣ ∣ ∣ ∣, which is emphasized by Sironi &
Spitkovsky (2014). Our earlier studies have shown that VPIC
and NPIC give consistent results and we present results from
the two codes without distinction.

3. Distinguishing the Acceleration Mechanisms

We attempt to distinguish two types of processes: the Fermi-
type acceleration process in reconnection-driven bulk flows,
and direct acceleration in diffusion regions. While the Fermi-
type acceleration is accomplished in the electric field induced
by bulk plasma motion Em=−u×B/c, the non-ideal electric
field that is associated with direct acceleration can be
distinguished by the generalized Ohm’s law (Bessho &
Bhattacharjee 2005; Hesse & Zenitani 2007; Swisdak et al.

2008; Liu et al. 2015)
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where n=np+ne and we have assumed a pair plasma
mp=me so the Hall term vanishes. Pp and Pe are pressure
tensors for the two particle species. wp and we are moments of
the space-like components of the four velocity for each species,
respectively (Hesse & Zenitani 2007; Liu et al. 2015). Different
from some earlier analysis (Bessho & Bhattacharjee 2005;
Swisdak et al. 2008), the charge neutrality assumption is
dropped as local charge separation during relativistic reconnec-
tion can be quite large.
Based on Equation (1), for each tracer particle one can

distinguish the Fermi-like acceleration by calculating energy
gain òeD = v Eq dtm m· , where v is the particle velocity, from
the acceleration by the non-ideal electric field

ò òeD = = + ´v E v E u Bq dt q c dtn n· · ( ) including the
direct acceleration at X-line regions. In addition, we tag
particles that entered diffusion regions with a strong electric
field and weak magnetic field >E B∣ ∣ ∣ ∣ at least once, and
calculate their energy distributions in the diffusion region and
how they evolve elsewhere in the simulation domain.

4. Simulation Results

Figure 1 contrasts y-components of motional electric field
Emy and non-ideal electric field Eny in the simulation at
ωpet=400. To better illustrate the fine-scale structure of the
non-ideal electric field, both panels are magnified to the region
200<x/de<400 and −40<z/de<40. The motional
electric field is primarily associated with the plasmoid motion
and reconnection outflow. The non-ideal electric field is
typically ∼0.1B0 (Guo et al. 2015; Liu et al. 2015, 2017) and
the motional electric field is typically 5–10 times stronger
compared to the non-ideal electric field. The non-ideal electric
field is also present in the island region because of the non-zero

Figure 1. Distribution of y-components of (a) motional electric field, and (b)
non-ideal electric field normalized by B0 at ωpet=400 overlaid by the contours
representing magnetic field lines.
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divergence of pressure tensors in Equation (1). In the rest of
this Letter we discuss the relative roles of motional electric field
and non-ideal electric field in accelerating particles.

If the non-ideal electric field is essential for nonthermal
acceleration in the reconnection layer, particles without
significant direct acceleration would not be accelerated to high
energy. We find that, however, while some high-energy
particles experience an initial acceleration in the diffusion
region with >E B∣ ∣ ∣ ∣, this process is not necessary because a
significant number of high-energy particles did not pass
through such regions (see below for more detailed discussions).
Figure 2(a) shows the trajectory of a particle presented as
energy gain versus x. The blue line represents the energy gain,
the orange line shows the contribution from the motional
electric field Δεm, and the green line indicates the contribution
from the non-ideal electric field Δεn. This particle does not
experience any significant non-ideal electric field acceleration
and Δεm dominates the energy increase (actually Δεn<0
most of the time). However, the particle still gains a dramatic
amount of energy and eventually reaches γ∼600. Meanwhile,
we use ∼1 million tracer particles and track their energy
evolution. We calculate the contributions from the motional
electric field Δεm and non-ideal electric field Δεn for each
particle during the acceleration process. Figure 2(b) shows the
averaged fractions of the energy gains from eáD ñm (orange),

eáD ñn (green), and the region with >E B∣ ∣ ∣ ∣ (red) as a function
of energy gain until the end of simulation. The contributions
from motional and non-ideal electric fields are comparable at
low energies, but Fermi-type acceleration becomes dominant

when it accelerates particles to high energy, whereas the role of
the non-ideal electric field is negligible. The effect of regions
with >E B∣ ∣ ∣ ∣ is even smaller. This clearly demonstrates that
the Fermi acceleration is the dominant mechanism for particle
acceleration to high energy.
In Figure 3, we further examine the roles of the non-ideal

electric field and motional electric field in forming the power-
law distribution. Figure 3(a) shows the energy spectrum for
particles in all of the diffusion regions with a strong non-ideal
electric field and weak magnetic field >E B∣ ∣ ∣ ∣ and the energy
spectrum integrated over the whole domain at ωpet=800,
respectively. Although quite variable, the representative energy
spectrum in the diffusion region is nonthermal with a small
spectral index p∼0.4–0.5 and an exponential cutoff around
γ∼10–20. Meanwhile, the spectral index for the energy
spectrum over the whole domain is approximately p=1.4,
which is consistent with previous works (Guo et al.
2014, 2015; Sironi & Spitkovsky 2014; Werner et al. 2016).
While previous study has claimed that the energy spectra in the
diffusion region and the whole reconnection domain are the

Figure 2. Panel (a) shows a sample particle accelerated with Fermi-type
acceleration dominating over non-ideal electric field acceleration. The Fermi
acceleration does not rely on initial direct acceleration. Panel (b) shows
statistics of energy gain for ∼1 million particles traced over the history of the
simulation. The orange line shows the fraction of averaged energy gain from
motional electric field as a function of energy gain until the end of simulation.
The green line shows the contribution of the non-ideal electric field, and the red
line shows the contribution of electric field in regions with >E B∣ ∣ ∣ ∣. The
acceleration to high energy is dominated by the Fermi-type acceleration
process.

Figure 3. (a) Energy spectra for particles over the whole domain (blue) and
only the regions with >E B∣ ∣ ∣ ∣ (orange). The spectral indices for the two
regions are significantly different from each other. (b) Illustration showing
Equation (3) for ατ=4, 6, and 8 with δ=0.4, εc=10mec

2 and t l ¥esc . A
flat injected energy spectrum is steepened to 1<p<2 by Fermi acceleration.
(c) Energy spectra for particles that never experienced the region (blue) with

>E B∣ ∣ ∣ ∣ and particles that encountered at least one such region (orange) before
ωpet=400 (dashed lines) and 640 (solid lines). The two energy spectra give
similar indices at high energy.
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divergence of pressure tensors in Equation (1). In the rest of
this Letter we discuss the relative roles of motional electric field
and non-ideal electric field in accelerating particles.

If the non-ideal electric field is essential for nonthermal
acceleration in the reconnection layer, particles without
significant direct acceleration would not be accelerated to high
energy. We find that, however, while some high-energy
particles experience an initial acceleration in the diffusion
region with >E B∣ ∣ ∣ ∣, this process is not necessary because a
significant number of high-energy particles did not pass
through such regions (see below for more detailed discussions).
Figure 2(a) shows the trajectory of a particle presented as
energy gain versus x. The blue line represents the energy gain,
the orange line shows the contribution from the motional
electric field Δεm, and the green line indicates the contribution
from the non-ideal electric field Δεn. This particle does not
experience any significant non-ideal electric field acceleration
and Δεm dominates the energy increase (actually Δεn<0
most of the time). However, the particle still gains a dramatic
amount of energy and eventually reaches γ∼600. Meanwhile,
we use ∼1 million tracer particles and track their energy
evolution. We calculate the contributions from the motional
electric field Δεm and non-ideal electric field Δεn for each
particle during the acceleration process. Figure 2(b) shows the
averaged fractions of the energy gains from eáD ñm (orange),

eáD ñn (green), and the region with >E B∣ ∣ ∣ ∣ (red) as a function
of energy gain until the end of simulation. The contributions
from motional and non-ideal electric fields are comparable at
low energies, but Fermi-type acceleration becomes dominant

when it accelerates particles to high energy, whereas the role of
the non-ideal electric field is negligible. The effect of regions
with >E B∣ ∣ ∣ ∣ is even smaller. This clearly demonstrates that
the Fermi acceleration is the dominant mechanism for particle
acceleration to high energy.
In Figure 3, we further examine the roles of the non-ideal

electric field and motional electric field in forming the power-
law distribution. Figure 3(a) shows the energy spectrum for
particles in all of the diffusion regions with a strong non-ideal
electric field and weak magnetic field >E B∣ ∣ ∣ ∣ and the energy
spectrum integrated over the whole domain at ωpet=800,
respectively. Although quite variable, the representative energy
spectrum in the diffusion region is nonthermal with a small
spectral index p∼0.4–0.5 and an exponential cutoff around
γ∼10–20. Meanwhile, the spectral index for the energy
spectrum over the whole domain is approximately p=1.4,
which is consistent with previous works (Guo et al.
2014, 2015; Sironi & Spitkovsky 2014; Werner et al. 2016).
While previous study has claimed that the energy spectra in the
diffusion region and the whole reconnection domain are the

Figure 2. Panel (a) shows a sample particle accelerated with Fermi-type
acceleration dominating over non-ideal electric field acceleration. The Fermi
acceleration does not rely on initial direct acceleration. Panel (b) shows
statistics of energy gain for ∼1 million particles traced over the history of the
simulation. The orange line shows the fraction of averaged energy gain from
motional electric field as a function of energy gain until the end of simulation.
The green line shows the contribution of the non-ideal electric field, and the red
line shows the contribution of electric field in regions with >E B∣ ∣ ∣ ∣. The
acceleration to high energy is dominated by the Fermi-type acceleration
process.

Figure 3. (a) Energy spectra for particles over the whole domain (blue) and
only the regions with >E B∣ ∣ ∣ ∣ (orange). The spectral indices for the two
regions are significantly different from each other. (b) Illustration showing
Equation (3) for ατ=4, 6, and 8 with δ=0.4, εc=10mec

2 and t l ¥esc . A
flat injected energy spectrum is steepened to 1<p<2 by Fermi acceleration.
(c) Energy spectra for particles that never experienced the region (blue) with

>E B∣ ∣ ∣ ∣ and particles that encountered at least one such region (orange) before
ωpet=400 (dashed lines) and 640 (solid lines). The two energy spectra give
similar indices at high energy.
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divergence of pressure tensors in Equation (1). In the rest of
this Letter we discuss the relative roles of motional electric field
and non-ideal electric field in accelerating particles.

If the non-ideal electric field is essential for nonthermal
acceleration in the reconnection layer, particles without
significant direct acceleration would not be accelerated to high
energy. We find that, however, while some high-energy
particles experience an initial acceleration in the diffusion
region with >E B∣ ∣ ∣ ∣, this process is not necessary because a
significant number of high-energy particles did not pass
through such regions (see below for more detailed discussions).
Figure 2(a) shows the trajectory of a particle presented as
energy gain versus x. The blue line represents the energy gain,
the orange line shows the contribution from the motional
electric field Δεm, and the green line indicates the contribution
from the non-ideal electric field Δεn. This particle does not
experience any significant non-ideal electric field acceleration
and Δεm dominates the energy increase (actually Δεn<0
most of the time). However, the particle still gains a dramatic
amount of energy and eventually reaches γ∼600. Meanwhile,
we use ∼1 million tracer particles and track their energy
evolution. We calculate the contributions from the motional
electric field Δεm and non-ideal electric field Δεn for each
particle during the acceleration process. Figure 2(b) shows the
averaged fractions of the energy gains from eáD ñm (orange),

eáD ñn (green), and the region with >E B∣ ∣ ∣ ∣ (red) as a function
of energy gain until the end of simulation. The contributions
from motional and non-ideal electric fields are comparable at
low energies, but Fermi-type acceleration becomes dominant

when it accelerates particles to high energy, whereas the role of
the non-ideal electric field is negligible. The effect of regions
with >E B∣ ∣ ∣ ∣ is even smaller. This clearly demonstrates that
the Fermi acceleration is the dominant mechanism for particle
acceleration to high energy.
In Figure 3, we further examine the roles of the non-ideal

electric field and motional electric field in forming the power-
law distribution. Figure 3(a) shows the energy spectrum for
particles in all of the diffusion regions with a strong non-ideal
electric field and weak magnetic field >E B∣ ∣ ∣ ∣ and the energy
spectrum integrated over the whole domain at ωpet=800,
respectively. Although quite variable, the representative energy
spectrum in the diffusion region is nonthermal with a small
spectral index p∼0.4–0.5 and an exponential cutoff around
γ∼10–20. Meanwhile, the spectral index for the energy
spectrum over the whole domain is approximately p=1.4,
which is consistent with previous works (Guo et al.
2014, 2015; Sironi & Spitkovsky 2014; Werner et al. 2016).
While previous study has claimed that the energy spectra in the
diffusion region and the whole reconnection domain are the

Figure 2. Panel (a) shows a sample particle accelerated with Fermi-type
acceleration dominating over non-ideal electric field acceleration. The Fermi
acceleration does not rely on initial direct acceleration. Panel (b) shows
statistics of energy gain for ∼1 million particles traced over the history of the
simulation. The orange line shows the fraction of averaged energy gain from
motional electric field as a function of energy gain until the end of simulation.
The green line shows the contribution of the non-ideal electric field, and the red
line shows the contribution of electric field in regions with >E B∣ ∣ ∣ ∣. The
acceleration to high energy is dominated by the Fermi-type acceleration
process.

Figure 3. (a) Energy spectra for particles over the whole domain (blue) and
only the regions with >E B∣ ∣ ∣ ∣ (orange). The spectral indices for the two
regions are significantly different from each other. (b) Illustration showing
Equation (3) for ατ=4, 6, and 8 with δ=0.4, εc=10mec

2 and t l ¥esc . A
flat injected energy spectrum is steepened to 1<p<2 by Fermi acceleration.
(c) Energy spectra for particles that never experienced the region (blue) with

>E B∣ ∣ ∣ ∣ and particles that encountered at least one such region (orange) before
ωpet=400 (dashed lines) and 640 (solid lines). The two energy spectra give
similar indices at high energy.
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THE ROLE OF NON-IDEAL E-FIELD

within the reach of current PIC simulations, the spectrum
does not extendmuchbeyond the postinjection spectrum (the
cutoff is at ≲10σmc2 [16,19,20]; indeed, hard power laws
withp < 2 could not extend tomuch higher energieswithout
running into an energy crisis [19]). The fact that higher
magnetizations display harder spectra has a simple explan-
ation. While the peak of the E < B population is nearly σ
independent, the E > B component shifts to higher energies
(∼σmc2) and higher normalizations with increasing σ, thus
hardening the overall spectrum [Fig. 2(b)].
In the asymptotic limit σ ≫ 1, E > B particles contribute

a fraction ≳90% at γ > σ [red points in Fig. 2(c)] and
≳70% at γ > σ=4 (green). These fractions are nearly
constant in time for t≳ Lx=c (Supplemental Material
[23]), and independent of the domain size [Fig. 2(a)].

For σ ≳ 50, E > B particles account for ∼20% of the
overall census in the reconnection region [Fig. 2(c), blue].
This can be related to the fraction of length along the y ¼ 0
line (of area in the y ¼ 0 plane, for 3D) occupied by
nonideal regions, as we now explain.
The black points in Fig. 2(c) denote the “occupation

fraction” of E > B regions along y ¼ 0, averaged over
1≲ ct=Lx ≲ 2. This fraction increases with σ [29], and in
the limit σ ≫ 1 approaches∼10% [black points in Fig. 2(c)],
which is about half of the fraction of E > B particles (blue).
This factor of 2 has a simple explanation. The dashed

blue line in Fig. 3 shows the spectrum measured, for each
particle, at its first E > B encounter with Ez > 0, as
appropriate for X points in the main layer. It contains
∼10% of postreconnection particles, i.e., exactly equal to
the E > B occupation fraction. The dotted blue line in
Fig. 3, instead, shows the spectrum of particles experienc-
ing E > B with Ez < 0, i.e., in between merging plas-
moids. It also contains ∼10% of particles. Thus, for σ ≳ 50,
∼10% of particles encounter E > B fields when entering
the reconnection region, and an additional ∼10% in
secondary layers between merging plasmoids. The latter
extend along y, so their X points are not accounted for by
the black markers in Fig. 2(c). This justifies why for σ ≳ 50
the fraction of E > B particles [blue in Fig. 2(c)] is twice
larger than the E > B occupation fraction (black).
In Fig. 3, we provide evidence of fast particle accel-

eration near nonideal regions. The spectrum of particles at
their first E > B encounter is shown by the solid blue line,
demonstrating that at this point the particles still have
low energies. The series of spectra from light to dark red
are measured, for those same particles, respectively
∼9; 27; 90; 270ω−1

p after their first E > B encounter. The
spectral peak quickly shifts up to γ − 1 ∼ 5 (first red line; at
this time, most of the particles are still in E > B regions),
yielding a mean acceleration rate dγ=dt ∼ 0.5ω−1

p , compa-
rable to the maximal rate ∼ηrecjβzj

ffiffiffi
σ

p
ω−1
p [16] assuming

(a)

(b)

(c)

FIG. 2. (a) Particle spectra at t ≃ 1.8Lx=c (solid lines), for
simulations with σ ¼ 50, Bg ¼ 0 and different box sizes: Lx ¼
L0 ¼ 1600c=ωp (blue), Lx ¼ 2L0 ¼ 3200c=ωp (green), and
Lx ¼ 4L0 ¼ 6400c=ωp (red). Dashed lines show the spectrum
E > B particles (see text), dotted lines of E < B particles. Inset:
comparison of 2D and 3D triggered simulations with σ ¼ 50,
Bg ¼ 0, Lx ¼ 400c=ωp at t ≃ 1000ω−1

p ≃ 2.5Lx=c. Dashed and
solid lines as in the main panel. (b) Spectra at t ≃ 4000ω−1

p ≃
2.5Lx=c for simulations with Lx ¼ 1600c=ωp, Bg ¼ 0 and
varying σ, see the legend; line style as in (a). The inset presents
the spectra of E > B particles, but γ − 1 on the horizontal axis is
rescaled by (50=σ). (c) Contribution of E > B particles to the
total census in the reconnection region (blue), and to the number
of particles with γ > σ=4 (green) and γ > σ (red), as a function of
σ. The black points show the fraction of length along y ¼ 0
occupied by E > B regions.

FIG. 3. Evidence of fast energization near nonideal regions, for
σ ¼ 50, Bg ¼ 0, and Lx ¼ 1600c=ωp. The spectrum of particles
at their first E > B encounter is shown by the dashed blue line if
Ez > 0, and dotted blue if Ez < 0. Their sum is the solid blue.
The series of spectra from light to dark red are measured, for
those same particles, respectively ∼9; 27; 90; 270ω−1

p after their
first E > B encounter. For comparison, the black line shows the
overall spectrum at the final time ωpt ≃ 4000.
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dashed lines: particles 
that experienced E > B 

dotted lines: particles 
that never experienced E > B

Sironi (2022)
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FIG. 1. a) Distribution function for the time duration of E > B particles within E > B regions. The estimated time limits for
achieving injection are labeled; b) Distribution of energy gain during injection (for E > B particles) for E > B regions (blue),
before E > B crossing (red), and outside E > B regions after the first crossing (black); c) Spectra for self-consistent particles
(blue), test-particles that do not see electric fields in E > B regions (red) and test-particles with a resetting energy approach
(green; resembling S22).

outside E > B regions after the first E > B crossing
(black). Consistently, the acceleration in E > B regions
is too little for direct injections, with ��̄E>B = 4.8(1.6)
for �inj = �(�/4). Interestingly, we find comparable ac-
celeration before particles encounter any E > B, giving
��̄b,E>B = 5.6(2.5) for �inj = �(�/4). This suggests that
E > B acceleration is not unique in pre-accelerating par-
ticles. Note that this result is consistent with Fig. 3
in S22, but unfortunately overlooked in their interpreta-
tion. Fig. 1b also shows that most acceleration during
injection occurs outside E > B regions. We evolve a
test-particle component in the simulation that does not
“see” the electric field in E > B regions (so no accel-
eration during each crossing), and find 84% (94%) for
�inj = �(�/4) compare to self-consistent particles are
still injected. There is no significant di↵erence between
energy spectra of the test-particles and self-consistent
particles (Fig. 1c). In contrast, when particle energies
are reset to an energy of 10kT during E > B crossings
(resembling S22), particle injection is suppressed. Ob-
viously, this di↵erence is because resetting particle en-
ergy removes the acceleration before and between E > B
crossings.

Our analysis demonstrated that the apparent correla-
tion between particle injection and E > B crossings do
not have direct physical relation. Most acceleration for
E > B particles is not achieved by E > B regions. We
have reached the same conclusion for di↵erent � and do-
main sizes, which will be presented elsewhere.
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Figure 10. Close-up view of the acceleration dynamics of the electron shown in Fig. 9. Panels (a...d) show 3D snapshots of
the density zoomed in at the position of the particle (shown with a black sphere). We also show the vector of its velocity, and
the magnetic field lines close to the location of the particle. Line colors represent the amplitude of the magnetic field, with
the colorbar being identical to the one in Fig. 1. The middle panel on the right shows the energy evolution of the electron,
with the moments of the 3D snapshots indicated by vertical lines. Three extra panels at the top and the bottom of the right
column show the time evolution of several important quantities, limited in time to the intervals of the scattering (top), and the
catastrophic cooling events (bottom). In particular, we plot the strength of the magnetic field, and the B̃?, experienced by the
electron, as well as the critical magnetic field, Bup�syn/�. We also show the contributions of two forces, the acceleration by the
electric field, eE · v, and the cooling, fdrag · v, to the energy evolution of the particle, �̇. Finally, we show the curvature radius
of the magnetic field at the location of the particle.

3D RECONNECTION 
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COOLING
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particle trapping in dense 
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- permanent in 2D 
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acceleration to low-  
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Zhang, Sironi, Giannios & Petropoulou (2023) 
Zhang, Guo, Daughton, Li & Li (2024)
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Figure 3. A comparison between the measured nonideal electric field E→
z (top left) and its reconstruction ωe!Jz based on

di!erent choices of ωe! : ωS23,kin (Equation 3) in top right, ωB24 (Equation 7) in bottom left, and ωS23,MHD (Equation 5) in
bottom right. All panels are normalized to B0. Within each panel, horizontal black lines separate di!erent time snapshots:
the first one is taken when the reconnection rate shown in Figure 4 first settles into a steady state, and the others follow after
450, 810, and 1080 ε↑1

p respectively. The horizontal axis is measured with respect to the center of the portion of domain
that is displayed. The derivatives in Equation 3, Equation 5 and Equation 7 are computed as numerical derivatives on cells
downsampled by a factor of two.

factor (including both bulk and internal motions) can
be derived from the T 00 component of the stress energy
tensor as →ω↑ = T 00/ntmc2. This leads to a form of
Equation 3 that can be implemented in MHD:

E→
z = εS23,MHDJz =

[
m

nte2
→ω↑ ϑyvy

]
Jz . (5)

As shown in Figure 3, Equation 5 is an excellent ap-
proximation of the kinetic form in Equation 3 (compare
top right and bottom right panels). However, as antic-
ipated in Figure 2, the two forms overestimate the true
resistivity (top left of Figure 3), especially at the bound-
aries of the current layer. In an earlier version of Selvi
et al. (2023), Equation 3 was cast in an alternative form,
approximating

→uez↑
→vez↑

↓ 1√
1↔ (Jz/entc)2

, (6)

which only holds if each species has negligible internal
motions and moves in the z direction with dimensionless
drift speed of |Jz|/entc. This was recently rewritten by
Bugli et al. (2024) in the form

εB24 =
1

entc

√(mc

e
ϑyvy

)2

+ (!E→
z )

2 . (7)

While the approximation in Equation 6 leading to Equa-
tion 7 does not generally hold, as shown by the poor

agreement between the top right and bottom left pan-
els in Figure 3, Equation 7 appears to provide a re-
markably good proxy for the ground truth (compare
top left and bottom left). While Equation 7 appears to
improve upon the kinetically-motivated model by Selvi
et al. (2023), it loses some of the physical motivation of
Equation 3 and Equation 5.
While useful, the forms of e”ective resistivity pre-

sented in this subsection have some undesirable prop-
erties: (i) they only apply to the case of zero guide
field; (ii) they contain a spatial derivative, which makes
them di#cult to include in relativistic MHD codes while
maintaining causality (Del Zanna et al. 2007); (iii)
they only apply to the main layer, and not to the
anti-reconnection layers in between merging plasmoids
(which extend along y, and for which the relevant ve-
locity derivative is ϑxvx); (iv) they retain a dependence
on the system geometry (e.g., via the z component E→

z ),
which makes it hard to incorporate in global MHD sim-
ulations where current sheets will be curved, oscillating,
and generally not aligned with the coordinate axes. In
the next subsection we turn to a more agnostic approach
that avoids some of these issues.

3.2. Prescriptive resistivity

To overcome the limitations of the model by Selvi et al.
(2023), we propose an empirical approach. We expect

9

Figure 7. A comparison between the measured nonideal electric field E→
z (left column) and its reconstruction ωe!Jz based on

our prescription in Equation 10, for the whole range of guide fields we explored. The middle column shows ωe!(ε, pbest)Jz (here,
ε is the value corresponding to pbest based on the linear fit in Table 2), while the right column shows ωe!(ε, phigh)Jz (ε is the
value corresponding to phigh). All panels are normalized to B0. Within each panel, horizontal black lines separate di!erent time
snapshots: the first one is taken when the reconnection rate shown in Figure 4 first settles into a steady state, and the others
follow after 450, 810, and 1080 ϑ↑1

p respectively. The horizontal axis is measured with respect to the center of the portion of
domain that is displayed (which is a small fraction of the composite domain used to determine the best-fit values of ε and p).

To confirm the robustness of our findings, we demon-
strate in Appendix A that the form in Equation 10 (with
ω and p determined from our reference runs) provides
an excellent description of nonideal fields in independent
simulations which either include synchrotron cooling or
resolve the plasma skin depth with 20 cells (as compared
to 5 cells for our reference runs).
We conclude with an important remark. Our prescrip-

tion in Equation 9 can be equivalently written as

εe! =
|E→|
entc

[
ωB0 → |E→|

|E→|

] 1
p+1

. (13)

In the limit of very high p, the square bracket is elevated
to a very small power, yielding a contribution of order
unity. Furthermore, Figure 5 suggests that, as long as
p is large, our results do not significantly depend on its
precise value. In the limit p ↑ 1, the e!ective resistivity
simplifies to

εe! ↓ |E→|
entc

(14)

which has several advantages: it is simple, coordinate-
agnostic, and no longer depends on the free parame-
ters ω and p, i.e., it holds for any guide field strength.
It retains the dependence on density which we already

EFFECTIVE RESISTIVITY: PIC → MHD

Moran, Sironi, 
Levis, Ripperda, 
Most & Selvi (2025)

S23 = Selvi, Porth, 
Ripperda, Bacchini, Sironi 
& Keppens (2023)
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Figure 4. Reconnection rate (i.e., the plasma inflow velocity
normalized by c) over time for each guide field case, as in-
dicated in the legend. The reconnection rate is measured as
the mean inflow velocity in the region y = [→672, 672]c/ωp.
In the same color we show with the shaded area the accept-
able ranges of ε/2 of our resistivity prescription, which we
define in subsection 3.2.

that in regions of strong current—as defined below—
the nonideal electric field should approach |E→| →
(vin/c)B0, where vin is the reconnection rate (i.e., the
inflow velocity of plasma into the layer, see Figure 4),
which implies that the e!ective resistivity should be

ωe! → vin
c

B0

|J| . (8)

A choice of ωe! ↑ |J|↑1 is inapplicable in regions of small
electric current, where the resistivity should vanish. We
therefore design a form such that ωe! ↑ |J|p for small
current densities, where p > 0 is a free parameter. More
precisely, this should occur where |J| ↓ entc. Adding a
normalization factor ε, this motivates choosing a form

ωe! =
εB0|J|p

|J|p+1 + (entc)
p+1

=
εB0

|J|
[
1 + (entc/|J|)p+1

] .

(9)
We will determine free parameters ε and p from PIC
simulations. This scales as ωe! ↑ |J|p/(entc)p+1 at
small currents and approaches ωe! = εB0/(2|J|) for
|J| ↔ entc. We therefore expect ε/2 ↔ vin/c, as we
indeed find below (see also Figure 4). The condition
|J| ↔ entc corresponds to the charge starvation regime,
i.e., all charge carriers move at near the speed of light.
This limit is indeed realized in the inner region of the
current sheet: as the bottom panel of Figure 2 shows,
the 1D profiles of Jz and nt have the same shape, sug-
gesting a nearly constant drift velocity Jz/ent ↔ 0.9 c.
In fact, if we define the drift velocity vdr ↗ J/ent, our
prescription can be written as

ωe! =
εB0

|J|
[
1 + (c/|vdr|)p+1

] . (10)

Figure 5. Loss manifold computed with Equation 11 for
Bg/B0 = 1, as a function of ε and p. The red point marks
the (ε, p) combination of minimum loss. Many combinations
in the dark blue valley produce losses very close to the global
minimum. A correlation between the two parameters can
also be seen.

Bg/B0 Patch Dim. (c/ωp) Num. Patches p

0.0 [80, 16] 2500 0.00+1.73
→0.00

0.3 [160, 40] 2000 9.59+8.59
→5.37

0.6 [240, 40] 600 15.4+3.8
→2.1

1.0 [120, 24] 1500 18.2+5.1
→6.2

Table 1. Best fit p with upper and lower limits of the accept-
able range (last column) for each guide field. We indicate the
dimensions (along x and y respectively) of the patches used
to compute the distribution of values of p (second column)
as well as the number of patches (third column).

In the inner region of the current sheet, where |vdr| ↔ c
(green line in the bottom panel of Figure 2), we obtain
ωe! ↑ |J|↑1, which matches the double-peaked shape of
the ground truth (i.e., Ez/Jz) in the middle panel of
Figure 2. We emphasize that the density dependence in
vdr ↑ J/nt is a key ingredient of our resistivity model—
in fact, the density in the middle of the sheet can be
significantly larger than in the immediate upstream, see
bottom panel of Figure 2.
In Section 5 we provide an equivalent, more gen-

eral version of Equation (9) suitable for implementation
within resistive MHD codes.

4. RESULTS

B24 = Bugli, Lopresti, 
Figueiredo, Mignone, 
Cerutti, Mattia, Del Zanna, 
Bodo & Berta (2024)
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Figure 3. A comparison between the measured nonideal electric field E→
z (top left) and its reconstruction ωe!Jz based on

di!erent choices of ωe! : ωS23,kin (Equation 3) in top right, ωB24 (Equation 7) in bottom left, and ωS23,MHD (Equation 5) in
bottom right. All panels are normalized to B0. Within each panel, horizontal black lines separate di!erent time snapshots:
the first one is taken when the reconnection rate shown in Figure 4 first settles into a steady state, and the others follow after
450, 810, and 1080 ε↑1

p respectively. The horizontal axis is measured with respect to the center of the portion of domain
that is displayed. The derivatives in Equation 3, Equation 5 and Equation 7 are computed as numerical derivatives on cells
downsampled by a factor of two.

factor (including both bulk and internal motions) can
be derived from the T 00 component of the stress energy
tensor as →ω↑ = T 00/ntmc2. This leads to a form of
Equation 3 that can be implemented in MHD:

E→
z = εS23,MHDJz =

[
m

nte2
→ω↑ ϑyvy

]
Jz . (5)

As shown in Figure 3, Equation 5 is an excellent ap-
proximation of the kinetic form in Equation 3 (compare
top right and bottom right panels). However, as antic-
ipated in Figure 2, the two forms overestimate the true
resistivity (top left of Figure 3), especially at the bound-
aries of the current layer. In an earlier version of Selvi
et al. (2023), Equation 3 was cast in an alternative form,
approximating

→uez↑
→vez↑

↓ 1√
1↔ (Jz/entc)2

, (6)

which only holds if each species has negligible internal
motions and moves in the z direction with dimensionless
drift speed of |Jz|/entc. This was recently rewritten by
Bugli et al. (2024) in the form

εB24 =
1

entc

√(mc

e
ϑyvy

)2

+ (!E→
z )

2 . (7)

While the approximation in Equation 6 leading to Equa-
tion 7 does not generally hold, as shown by the poor

agreement between the top right and bottom left pan-
els in Figure 3, Equation 7 appears to provide a re-
markably good proxy for the ground truth (compare
top left and bottom left). While Equation 7 appears to
improve upon the kinetically-motivated model by Selvi
et al. (2023), it loses some of the physical motivation of
Equation 3 and Equation 5.
While useful, the forms of e”ective resistivity pre-

sented in this subsection have some undesirable prop-
erties: (i) they only apply to the case of zero guide
field; (ii) they contain a spatial derivative, which makes
them di#cult to include in relativistic MHD codes while
maintaining causality (Del Zanna et al. 2007); (iii)
they only apply to the main layer, and not to the
anti-reconnection layers in between merging plasmoids
(which extend along y, and for which the relevant ve-
locity derivative is ϑxvx); (iv) they retain a dependence
on the system geometry (e.g., via the z component E→

z ),
which makes it hard to incorporate in global MHD sim-
ulations where current sheets will be curved, oscillating,
and generally not aligned with the coordinate axes. In
the next subsection we turn to a more agnostic approach
that avoids some of these issues.

3.2. Prescriptive resistivity

To overcome the limitations of the model by Selvi et al.
(2023), we propose an empirical approach. We expect
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(2023)—based on a kinetic approach—and to its exten-
sion employing MHD quantities.

3.1. Kinetically motivated resistivity

Selvi et al. (2023) analyzed PIC simulations of rela-
tivistic reconnection in pair plasmas and identified the
terms that dominate the nonideal electric field in the
generalized Ohm’s law (Hesse & Zenitani 2007). Their
analysis was restricted to regions of electric dominance,
defined as having E2

z > B2

x + B2

y (which is nearly iden-
tical to the condition |E| > |B| in the case of zero guide
field). They found that the z-component of the nonideal
electric field could be written as

E→
z = ωS23,kinJz =

[
m

nte2
→uez↑
→vez↑

εy→vey↑
]
Jz (3)

where nt is the total number density (including both
electrons and positrons), →vez↑ and →uez↑ are respec-
tively the mean electron three- and four-velocity in the
z-direction,1 and →vey↑ ↓ vy is the mean three-velocity
along y, which is roughly the same for both species (here-
after, we call vy the single-fluid y velocity).
The e!ective resistivity proposed by Selvi et al. (2023)

in Equation 3 has a few limitations: (i) it provides a sat-
isfactory description of the nonideal electric field only
for Bg = 0; and (ii) it was derived considering regions
of electric dominance, which are only a subset of the re-
gions hosting nonideal fields (Sironi 2022; Totorica et al.
2023), where resistive e!ects are important. In order to
derive Equation 3, Selvi et al. (2023) used the approxi-
mation

εy (ne→vey↑→uez↑) ↔ ne→uez↑εy→vey↑ (4)

which is valid only in the vicinity of the center of the
current sheet. In fact, as shown in Figure 2, the e!ec-
tive resistivity in Equation 3 (hereafter, ωS23,kin) pro-
vides a reasonable description of the nonideal field near
the center of the layer (|y|ϑp/c ↭ 1), where |E| > |B|
(blue shaded area), but it significantly overestimates the
ground truth (i.e., the direct measurement of E→

z from
PIC runs) farther away from the layer (|y|ϑp/c ↫ 1).
For use in single-fluid MHD codes, Equation 3 needs

to be rewritten using fluid quantities. As we have al-
ready discussed above, the mean three-velocity along y is
roughly the same for the two species, →vey↑ ↓ →vy↑. The
most reasonable approximation for the ratio between
the mean four- and three-velocities of a given species
is →uez↑/→vez↑ ↓ →ϖ↑, where the mean particle Lorentz

1 At X-points, positrons and electrons have opposite →vez↑ and
→uez↑, but the ratio →uez↑/→vez↑ is the same for both species.

Figure 2. 1D slice of the domain along y through an X-
point, for the simulation with zero guide field. The top panel
shows the z component of the nonideal electric field in units
of B0, the second panel the resistivity, and the bottom panel
the electric current Jz (in blue), the number density nt (in
orange) and the drift speed vdr,z/c → Jz/entc (in green). In
the top and middle panels, we present in blue the ground
truth obtained directly from our simulation, while other col-
ors show various choices for ωe! , as described in the legend.
Our prescription for resistivity (Equation 10) is shown as
ω(ε, pbest) and ω(ε, phigh) for the values of p defined in sec-
tion 4 and corresponding ε values. Regions where |E| > |B|
are shaded in blue.



modes accreting spirals. Electrons and positrons accelerated to
nonthermal energies through reconnection at the X-points in
the macroscopic equatorial current sheet can power high-
energy flares that may reach a distant observer during the drop
in the mass accretion rate.

Small plasmoids are visible close to the horizon, and a larger
hot plasmoid is detected at x=−3rg (middle row in Figure 1)
as a result of the merger of smaller escaping plasmoids. The
plasmoids that escape the gravitational pull of the black hole
interact with the disk and jet sheath resulting in significant
heating up to at least z±40rg. The bottom row of Figure 1
shows a large magnetic flux tube at x≈ 20–30rg: a low-density
region with strong vertical field (low plasma-β) heated to
medium temperature T∼ 0.1− 1. The flux tube forms as a
result of the reconnection that converts the horizontal magnetic
field into a vertical field that is ejected from the reconnection
layer. Filled with heated plasma, the flux tube can appear as a
hot spot. The accumulated vertical magnetic flux in this hot
spot can remain coherent for approximately one orbital
timescale between 10 and 30rg (bottom row in Figure 2
between y≈− 20rg and y≈ 20rg), while the inner 10rg is
already in the quiescent accretion state at t= 9782rg c

−1. RTIs
develop at the boundary of the hot spot, which mixes the hot
low-density plasma into the surrounding accreting gas. The hot
spots are expected to be filled with positrons and electrons
energized by the reconnection, which in this way can end up in
the accretion disk. After the flaring episode, magnetic flux
builds up on the horizon and the quasi-steady-state accretion

cycle develops again. Smaller and less hot current sheets where
Bf changes sign also exist in the inner ∼20rg of the turbulent
accretion disk during the quiescent period, indicated by thin
high-β layers of antiparallel field lines (top and bottom rows in
Figures 1 and 2).
Figure 3(A) visualizes the 3D nature of the hot current sheet

by showing the temperature and magnetic field line structure in
the inner 10rg during the flare at t= 9422rg c

−1. The current
sheet has a relativistic temperature T> 1, whereas shortly before
the flare at t= 9122rg c

−1 (3(B)) there are no structures at T> 1.
During the flare, the (green) field lines in the current sheet (i.e.,
seeded in the T> 1 region in 3(A)) have a clear spiral structure
and are separated from the more vertical field lines in the disk
(blue). During the quiescence before the flare (Figure 3(B)), no
such distinction is visible, and all field lines (green and blue,
which are seeded at the same points as in panel 3(A)) are part of
the disk. The extreme resolution allows to capture multiple
plasmoids identified as 3D helical field line structures in the
sheet (Figure 3(C)) during the magnetic flux eruption. We
highlight a typical X-point as the manifestation of reconnection,
separating an infalling (purple field line) and escaping flux tube
(green field line) in the hot current sheet. Similar X-points can be
detected in e.g., the inset in Figure 1(D).
Figure 4(A)–(D) zooms into the current sheet during large

magnetic flux eruptions for the four numerical resolutions
employed. The drop in magnetic flux at low and standard
resolutions (panels (A), (B)) is not accompanied by a large drop
in the mass accretion rate (see panels (E), (G)), due to the large

Figure 3. Volume rendering of the temperature T = p/ρ shows plasmoids and hot current sheets. Extreme resolution allows the current sheets to become thinner and
hotter than typically seen in GRMHD simulations. (Panel (A):) During a large flare, a relativistically hot T > 1 spiral current sheet forms. Accretion occurs over a
small azimuthal angle f < 2π in the T < 1 (white) regions. The green field lines, seeded in the current sheet (T > 1), remain in the current sheet and are mostly
attached to the black hole. Blue field lines are seeded in the disk, where some disk field lines are accreting onto the black hole in the T < 1 region. (Panel (B):) In the
quiescent state, T � 1 everywhere, and both green and blue field lines (with the same seeds as in panel (A)) are in the disk, accreting onto the black hole. The inset (C)
shows a zoom into the inner rg in the flare state with multiple escaping flux loops (green field lines). In the small black box, we highlight an escaping flux tube with
vertical field as the result of reconnection (green) and an infalling flux tube (purple). We also show a plasmoid, indicated by the helical field line (green) in the second
small black box.
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Nalewajko: Toroidal fields in plasmoids and jets

Fig. 2. Maps log
10
(u/uB,0)(x, y) for magnetic energy density uB = B2/8ω (upper panels) and plasma energy density upl =

→ε↑nmc2 (middle panels) for relaxed monster plasmoids at the end of each simulation. In the lower panels, we compare 1D energy
density profiles of (u/uB,0)(x, y0) measured along the strip indicated in the above maps by the dashed gray lines. A common color
scale for all maps is referenced along the left axes in the lower panels. Here we present the e!ect of guide field for ϑ0 = 10 and
L/ϖ0 = 1800. From the left, the columns show simulations: (1) L1800 ϑ10, (2) L1800 ϑ10 Bg05, (3) L1800 ϑ10 Bg1.

Fig. 3. Profiles of magnetic (green lines) and plasma (red lines) energy densities across (i.e., along the y coordinate) relaxed
monster plasmoids. Panels from the left compare: (1) di!erent sizes L/ϖ0 of simulation domain (2D with ϑ0 = 10, Bz = 0); (2)
di!erent magnetisations ϑ0 (2D with L/ϖ0 = 1800, Bz = 0); (3) 3D and 2D domains (with L/ϖ0 = 900, ϑ0 = 10, Bz = 0); (4)
di!erent guide field strengths Bg/B0 (2D with ϑ0 = 10, L/ϖ0 = 1800).

Figure 3 compares the y-profiles of magnetic and plasma
energy densities measured along the y axis of relaxed mon-
ster plasmoids. The first (from the left) panel compares
such profiles for 3 sizes of simulation domain L/ω0 =
900, 1800, 3600 (with no guide field, ε0 = 10). The general
characteristic of these profiles (specific to the cases without
guide field) is a very sharp transition between the plas-
moid core (0.455 < y/L < 0.54, uB < uB,0/100, uniform
upl) and the plasmoid layer, supported by a sharp ring
structure of electric current density jz. Across the plas-
moid core, the plasma energy density is roughly uniform at
the level of upl → 8.5uB,0. It clearly dominates the mag-
netic energy density in the plasmoid layer, peaking at the
level of uB,peak → uB,0, while remaining in pressure bal-

ance – a key factor is that our choice of relativistic plasma
temperature !e = 1 implies a relation4 between plasma
energy density and pressure upl/Ppl → 3.4. Across the plas-
moid layer, the plasma energy density decreases exponen-
tially like upl ↑ 10→|y→y0|/(L/7), bringing the magnetic field
towards the force-free equilibrium uB ↑ 1/|y ↓ y0|2 for
|y↓ y0|/L > 0.28. With increasing L/ω0, the plasmoid core
becomes smaller in units of L, and also larger in units of
ω0, it scales approximately as ↑ (L/ω0)1/2. However, this

4 For isotropic Maxwell-Jüttner distribution, upl/Ppl equals the
mean particle Lorentz factor →εe↑ ↓ 3”e+K1(1/”e)/K2(1/”e),
with Kn the modified Bessel function of the second kind.
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Fig. 4. Same as Figure 2, but for plasmoid mergers that maximize the plasma energy density upl for the same set of simulations:
(1) L1800 ω10, (2) L1800 ω10 Bg05, (3) L1800 ω10 Bg1.

has little e!ect on the profiles of upl, both in the core and
across the layer.

The second panel of Figure 3 compares the profiles of
uB and upl for 3 values of initial background magnetisation
ω0 = 10, 20, 40 (with no guide field, L/ε0 = 1800). The
e!ect of ω0 on the core and the layer of the plasmoid is
rather minor (a clear e!ect of ω0 can be seen for y/L < 0.25
and y/L > 0.75, where background plasma still dominates).
For ω0 = 10, the magnetic boundary between the core and
the layer is less sharp, which is balanced by a slightly lower
upl across the core.

The third panel of Figure 3 compares the profiles of
uB and upl between an essentially 2D simulation (with
Nz = 2) and a 3D simulation with Lz/ε0 → 42 (with
Nz = 108), other key parameters being exactly the same
(Lx = Ly = 900ε0, ω0 = 10, Bg = 0). Profiles in the 3D
case were calculated using di!erent statistics along the z co-
ordinate: minimum, mean, maximum. The resulting mon-
ster plasmoid showed a broader core with gradual bound-
aries – a plateau of upl ↑ 6uB,0 with a total width of
”y ↑ 0.2L, and a base of uB ↑ 0.07uB,0 with a total width
of ”y ↑ 0.1L. The plasmoid layer is consistent between 3D
and 2D cases.

The last panel of Figure 3 compares the profiles of uB

and upl for 3 values of guide field strength Bg/B0 = 0, 0.5, 1
(with L/ε0 = 1800, ω0 = 10). In the presence of guide
field, both profiles appear less regular, which reflects a much
slower relaxation of these plasma configurations. Neverthe-
less, one can notice that the profiles of uB are flatter, with
plasmoid cores filled with uniform uB at the levels of ↑ uB,0

for Bg = B0/2, and ↑ 2uB,0 for Bg = B0. Still, the plas-
moid cores are dominated by upl, in the Bg = B0 case by
factor ↑ 2. The plasmoid layer is roughly in equipartition
for Bg = B0/2 and magnetically dominated for Bg = B0.

2.3.2. Plasmoid mergers

Figure 4 shows energy density maps for merging plasmoids
in the same three simulations as in Figure 2.

In the reference case L1800 ω10, the entire system of
merging plasmoids including the secondary current layer is
dominated by plasma energy density reaching µpl ↑ 1.3
(corresponding to fpl → ↓3 in the high-density tail; Figure
1, right panel, red solid line). The magnetic energy density
reaches µB ↑ 0.6 (corresponding to fB → ↓3.7; Figure 1,
left panel, red solid line) in the vicinity of the current layer
(possibly related to the formation of a minor secondary
plasmoid), the electric energy density reaches µE ↑ ↓0.9
in the same region. Compared to the relaxed monster plas-
moid, compression of upl is stronger by factor ↑ 2.5, but
compression of uB is stronger by factor ↑ 4.5.

In the case of strong guide field Bg = B0

(L1800 ω10 Bg1), we show a merger that forms a sec-
ondary current layer where plasma energy density reaches
µpl → 0.95 (corresponding to fpl → ↓4; Figure 1, right
panel, black solid line; higher by factor → 2.2 than in the
monster plasmoid) and magnetic energy density reaches
µB → 0.55 (corresponding to fB → ↓2; Figure 1, left panel,
black solid line; higher by factor → 1.8 than in the monster
plasmoid).

The case of moderate guide field Bg = B0/2
(L1800 ω10 Bg05) shows plasma energy densities compa-
rable to the case of no guide field.

2.3.3. Structures in the volume distributions

With this analysis, we can identify the main structures in
the volume distributions fpl(µpl) and fB(µB) presented in
Figure 1.
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Fig. 1. Logarithms f = log
10
(F ) of volume distributions F (µ) = dF/dµ over argument µ = log

10
(u/uB,0) with u the energy

density: of magnetic fields uB = B2/8ω (left panel), and of the plasma upl = →ε↑nmc2 (right panel). Functions f(µ) were averaged
over the duration of each simulation.

(reflecting elastic oscillations of the plasmoid core), they
were thus extended to durations of t → 6L/c, by which point
EE → 10→2

EB,0. In contrast, simulations without guide field
(for any considered L/ω0 or ε0) achieved EE → 10→2.5

EB,0

by t ↭ 4L/c.
We calculated volume distributions Fa(µ) = dFa/dµ of

parameter µa = log
10
(ua/uB,0) with ua the energy den-

sity of either magnetic field uB = B2/8ϑ (uB,0 = B2

0
/8ϑ)

or plasma upl = ↑ϖ↓nmec2 (including both electrons and
positrons). The distributions are normalised to unity, so
that dµa

∑
i Fa(µa,i) = 1.

2.3. New results

Figure 1 compares the functions fa(µa) = log
10
(Fa(µa)) av-

eraged over entire durations of each simulation. The peaks
of the FB distributions correspond to the initial background
magnetic field strength µB,ini = log

10
(1 + B2

z/B
2

0
). The

peaks of the Fpl distributions correspond to the initial
background plasma population (↑ϖ↓ ↔ 3.37 for !e = 1):
µpl,bg ↔ log

10
(6.7/ε0), the initial drifting population con-

tributes up to µpl,dr ↔ log
10
(3.4ϖ2

dr
) ↔ 0.57.

High-energy-density tails of the distributions have com-
plex structure that can be evaluated at di”erent levels. For
the reference case of ε0 = 10 without guide field, compar-
ing the results for simulations L1800 ε10 and L3600 ε10,
convergence for FB was achieved to the level of 10→4, and
for Fpl even down to 10→7. The case of ε0 = 20 is converged
in Fpl down to 10→5.

2.3.1. Relaxed monster plasmoids

Monster plasmoids are very large (↫ 0.2L) and slow
(v ↗ vA) plasmoids emerging from hierarchical mergers

of plasmoids chains. In simulations performed with peri-
odic boundary conditions, they dominate the final states to
which reconnecting plasma relaxes.

The parameter with the most qualitative impact on the
structure of monster plasmoids is the strength of the guide
field Bg relative to B0. Thus, Figure 2 presents energy den-
sity maps for relaxed monster plasmoids in the final states
of 3 simulations for Bg/B0 = 0, 0.5, 1.

In the case of no guide field Bg = 0 (L1800 ε10), the
plasma energy density has a smooth structure, while mag-
netic energy density is rippled, especially along the x axis.
The plasmoid is dominated by plasma energy density with
upl/uB → 10, which peaks at µpl ↔ 0.9 across the cen-
tral unmagnetised core for 0.45 < x/L < 0.54; in the fpl
distribution (Figure 1, right panel, red solid line) this cor-
responds to a break at the ↘1 level. The magnetic energy
density peaks at µB ↔ ↘0.05 (just below the initial peak of
fB; Figure 1, left panel, red solid line) along a ring struc-
ture crossing the y/L = 0.75 plane at x/L ↔ 0.39 and 0.62.
Hence, a relaxed monster plasmoid achieves only a minor
compression of upl, and no compression of uB.

In the case of strong guide field Bg = B0

(L1800 ε10 Bg1), the plasmoid is characterised by roughly
uniform magnetic energy density with µB → 0.3 (corre-
sponding to the peak of fB; Figure 1, left panel, black solid
line). The plasma energy density shows complex substruc-
tures with high-density arcs tracing the magnetic field lines.
Only the plasmoid core (0.4 < x/L < 0.59) is dominated
by the plasma with µpl ↔ 0.6 (corresponding to a bump in
fpl at the ↘1.1 level; Figure 1, right panel, black solid line)
and hence upl/uB → 2, the plasmoid layer is magnetically
dominated with uB/upl → 1.8.

The case of moderate guide field Bg = B0/2
(L1800 ε10 Bg05) shows intermediate structure, which is
qualitatively closer to the case of strong guide field.
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Fig. 1. Logarithms f = log
10
(F ) of volume distributions F (µ) = dF/dµ over argument µ = log

10
(u/uB,0) with u the energy

density: of magnetic fields uB = B2/8ω (left panel), and of the plasma upl = →ε↑nmc2 (right panel). Functions f(µ) were averaged
over the duration of each simulation.
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or plasma upl = ↑ϖ↓nmec2 (including both electrons and
positrons). The distributions are normalised to unity, so
that dµa

∑
i Fa(µa,i) = 1.

2.3. New results
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the reference case of ε0 = 10 without guide field, compar-
ing the results for simulations L1800 ε10 and L3600 ε10,
convergence for FB was achieved to the level of 10→4, and
for Fpl even down to 10→7. The case of ε0 = 20 is converged
in Fpl down to 10→5.

2.3.1. Relaxed monster plasmoids

Monster plasmoids are very large (↫ 0.2L) and slow
(v ↗ vA) plasmoids emerging from hierarchical mergers

of plasmoids chains. In simulations performed with peri-
odic boundary conditions, they dominate the final states to
which reconnecting plasma relaxes.

The parameter with the most qualitative impact on the
structure of monster plasmoids is the strength of the guide
field Bg relative to B0. Thus, Figure 2 presents energy den-
sity maps for relaxed monster plasmoids in the final states
of 3 simulations for Bg/B0 = 0, 0.5, 1.

In the case of no guide field Bg = 0 (L1800 ε10), the
plasma energy density has a smooth structure, while mag-
netic energy density is rippled, especially along the x axis.
The plasmoid is dominated by plasma energy density with
upl/uB → 10, which peaks at µpl ↔ 0.9 across the cen-
tral unmagnetised core for 0.45 < x/L < 0.54; in the fpl
distribution (Figure 1, right panel, red solid line) this cor-
responds to a break at the ↘1 level. The magnetic energy
density peaks at µB ↔ ↘0.05 (just below the initial peak of
fB; Figure 1, left panel, red solid line) along a ring struc-
ture crossing the y/L = 0.75 plane at x/L ↔ 0.39 and 0.62.
Hence, a relaxed monster plasmoid achieves only a minor
compression of upl, and no compression of uB.

In the case of strong guide field Bg = B0

(L1800 ε10 Bg1), the plasmoid is characterised by roughly
uniform magnetic energy density with µB → 0.3 (corre-
sponding to the peak of fB; Figure 1, left panel, black solid
line). The plasma energy density shows complex substruc-
tures with high-density arcs tracing the magnetic field lines.
Only the plasmoid core (0.4 < x/L < 0.59) is dominated
by the plasma with µpl ↔ 0.6 (corresponding to a bump in
fpl at the ↘1.1 level; Figure 1, right panel, black solid line)
and hence upl/uB → 2, the plasmoid layer is magnetically
dominated with uB/upl → 1.8.

The case of moderate guide field Bg = B0/2
(L1800 ε10 Bg05) shows intermediate structure, which is
qualitatively closer to the case of strong guide field.
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SUMMARY
• Magnetic reconnection is a universal mechanism for dissipation of magnetic 

energy into motion, heat and non-thermal particles. 

• In relativistically magnetized plasmas, for , reconnection 
has been proven to be a very efficient mechanism of non-thermal particle 
acceleration, producing energy distributions  with index . 

• Particle acceleration in relativistic reconnection is a complex process, 
involving both ideal (motional) and non-ideal electric fields. The importance 
of non-ideal E-fields is debated. It has been described as a Fermi process. 

• Reconnection layers develop substructures: X-points (diffusion regions), 
Alfvenic outflows (minijets), plasmoids (magnetic flux ropes). Particle 
acceleration can take place (1) between X-points and minijets (Speiser orbits), 
(2) between merging plasmoids, (3) within plasmoids (magnetic mirrors). 

• 3D effects are important; low guide-field reconnection by erupting black 
holes; energy density enhancement.

σ = B2/(4πw) ≫ 1

N(E) ∝ E−p p ∼ 1 − 2

Thank You!


